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Abstract

Recently, Technology of sensor networks devel-
ops rapidly. In addition, people have started uti-
lizing many kinds of sensors. Sensors indepen-
dently collect environmental information all over
the world. Unfortunately those sensed data are
not shared and open to the public. Therefore, we
have constructed super-large-scale sensor network
system to share sensed data collected from sen-
sors all over the world. We call such a project
Live E!l. In a part of Live E!, To sense a public
area in whole, we assume public objects (mail-
box, bus stop, dumpster) uniformly allocate in
a district evenly is equipped with a sensor and
a wireless device. The public objects often does
not have connectivity to a network. Those are

Isolated Wireless Sensor Nodes (ISNs). Then,

we need to consider the way of collecting from
the ISNs. Accordingly, we utilize a Patrol Node
(PN) that moves around ISNs, and collects sensed
data from ISNs. The ISN stores the sensed data
until the time PN comes back. However, because
the communication time to the PN depends on
the speed of the PN, ISNs can not necessarily
transmit all the maintained sensed data to the
PN. Therefore, we suggest that the ISN should
send adaptive data according to the speed of PN.
We propose a technique for transmitting adaptive
data depending on the movement of the PN. In
addition, we have implemented a prototype of our
proposal and verified the effectiveness of our pro-
posed system. Finally, we show that our system
improves the performance of the sensor network.

Index  Terms—Woireless Sensor Networks,
Mobile node, Adhoc Networks, Delay Tolerant
Networks

21 INTRODUCTION
2.1.1 Live E! Project

Recent advances in MEMS-based sensor tech-
nology have enabled the development of relatively
low-cost and low-power sensors. They can be uti-
lized not only in disaster-area but also in our
daily-life such as buildings, parks and humans.
Data from these sensors all over the world can be
utilized for reducing the damages and finding the
causes of abnormal environment such as a warm
winter, heat island, and El Nino. However, these
data from the whole-world sensors are not com-
pletely open to the public.

In contrast, our project aims to collect precise
environmental data from sensors located in many
places in the world and provide the public with
the whole world environment information. We
call this project Live E!I[132]. In Live E!, we uti-

lize many sensors all over the world to construct
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precise environment information, where sensors
are not only static nodes but also mobile nodes

such as buses and trains.

2.1.2 Our Proposal

In a part of Live E!, to sense a public area
equably, we assume public objects (mailbox, bus
stop, dumpster) uniformly allocate in a district
evenly is equipped with a sensor and a wireless
device. The public objects often does not have
connectivity to a network. Those are Isolated
Wireless Sensor Nodes (ISNs). To collect from the
ISNs, we introduce patrol nodes (PNs) equipped
with wireless devices. A PN patrols along a regu-
lar route to carry data of Isolated Wireless Sensor
Nodes (ISNs). However the movement of the PN
is determined irrelevantly to the existence of the
ISNs. This is because the PNs can be realized by
vehicles for other specific purposes such as trucks
for garbage or mail collection, buses. Therefore,
all of the sensed data at an ISN cannot be trans-
mitted to the PN at a time in some cases. Based
on the above consideration, we propose the system
of sending adaptive data based on the communi-
cation time with PN. In our system, we have the
following three steps.

(1) We summarize all sensed data based on three
parameters: time series, functions of sensors
and emergency.

(2) We calculate the communication time which
is related to the speed of PN.

(3) We assign priority to the summarized data
which depend on the data size.

In this report, we present our system architec-
ture and prototype implementation. The rest of
the report is organized as follows: Subsection 2.2
presents related work and describes the reason for
using PNs approach on isolated wireless sensor
networks. Subsection 2.3 provides the background
and the goals of this work. Subsection 2.4 presents
the design of our system. Subsection 2.5 describes
the prototype of our system and the results of
experiments. Subsection 2.6 presents the conclu-

sion and future work.
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22 RELATED WORK

In previous works, some approaches have been
proposed in isolated wireless networks. In epi-
demic routing[258], data at a node is copies to
any passing node until the data finally reaches
its destination. This method can flood the copy
in a network and may induce congestion. Sec-
ond, there is spray and wait[233] that improves
epidemic routing. To prevent congestion, this
approach limits the number of copies. However,
there is a trade-offs between the number of copies
and delivery rate. After all, it is necessary to
increase the number of copies to improve relia-
bility of communication. Finally, Message Ferry-
ing System[282] is a novel approach for isolated
wireless sensor networks. In this approach, the
authors propose that mobile nodes collect data by
moving around between isolated nodes (ISNs) at
a constant cycle. We construct our system to col-
lect data from nodes both with and without net-
works connectivity. Therefore, Message Ferrying
System is very suitable for our system. However,
the movement of the PN is determined irrelevantly
to the existence of the ISNs. Therefore, all of the
sensed data in ISNs cannot be transmitted to the

PN at a time in some cases.

2.3 BACKGROUND AND GOALS
In a sensor network with a PN, the PN keeps

moving regardless of the existence of ISN. For
instance, if an ISN exists at a roadside, a bus
purposely does not stop or go slowly. Therefore,
the size of the data transmitted at one encounter
between the PN and the ISN may be restricted by
the speed of the PN. To solve this problem, we
propose the following two approaches.

e An ISN beforehand summarizes the sensed
data to several data sets. Depending on
the degree of the change of the data, an
algorithm of making a summary determines
whether or not it summarizes the data. To
accommodate the variation in the speed of

the PN, we prepare several sets of summary



with different size.

e Fach set of summary is associated with its
priority of transmission. The highest prior-
ity is assigned to the data set that is the
most adaptive size for the speed of PN. In
this regard, the data sets including emergency
information is assigned higher priority than

any data.

24 SYSTEM ARCHITECTURE

2.4.1 Assumptions and Action of Nodes
We assume that all nodes are personal comput-
ers that equipped with wireless devices. Addi-
tionally, let us assume that wireless link quality
and resource of nodes are constant. We modi-
fied AODV routing protocol[186] to allow delay
of a patrol. We explain both assumptions and
actions of each node as follows.
1) Isolated Wireless Sensor Node (ISN)
a) Assumption of ISN
An ISN is fixed at the location and
equipped with several sensor devices (i.e.,
temperature, humidity, atmospheric pressure,
wind speed, and wind direction). Further-
more, the node does not has available con-
nectivity to the network infrastructure.
b) Actions of ISN
ISN begins sensing and waits until it dis-
covers a PN. When sensed data is acquired,
the data is summarized depending on “time
series”, “function”, and “emergency”. When
the ISN discovers PN, the ISN receives
a HELLO message including the speed of the
PN from the PN. The ISN calculates the
communication time with the PN. The ISN
assigns priority to the summary data. Some
time later after the PN leaves, the ISN discov-
ers the PN again. This time the PN initiates
transmitting data to the PN in such a way
that a data set with higher priority is sent
earlier.
2) Patrol Node (PN)
a) Assumption of PN

The PN is a mobile node and moves around

W I D E

at a constant cycle and predetermined route.
We assume vehicles for other specific purposes
such as trucks for garbage or mail collection,
buses as the PN.

b) Action of PN
The PN continues broadcasting HELLO mes-
sages including own speed. The PN sends
data received from ISNs to a wireless con-
nected internet node at the terminal of the
patrol.

3) Wireless Connected Network Node (WCN)

a) Assumption of WCN
The WOCN is fixed nodes and has available
connectivity to the network infrastructure.
The WCN is the terminal of the patrol nodes.
We assume that the WCN sets up in the post
office, disposal center and bus terminal.

b) Action of WCN
When the WCN discovers the PN, the WCN
recognizes the PN. The WCN receives a data
from the PN. At the same time, the node
sends the data to Live E! data base server in

the internet.

2.4.2 Architectures

Our system is based on wireless communication
and composed of an ISN, a PN, and a WCN as
shown in Figure 2.1.
1) Initialization

When an ISN is begins its operation, it does not
recognize a PN. Hence, the ISN waits until it dis-
covers the PN for the first time. When the ISN
discovers the PN, it calculates the communication
time with PN based on the speed of PN contained
in the received HELLO message and assigns the
priority to the data sets based on the communi-
cation time.
2) Summarization of Sensed data

Sensed data is summarized depending on “time
series”, “function”, and “emergency”. We define
seven units of “time series”.

e Month

o Week

e Day
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Fig. 2.1. System Architecture
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Fig. 2.2. Summarized sensed data in 1 day

e 12 hours

e 6 hours

e 30 minutes

e 5 minutes (raw data)

At the beginning, when an ISN has acquired
sensed data, the node measures a change rate
of data with a function (i.e. temperature) dur-
ing unit of the “time series”. Second, if the
change rate is large which cannot be neglected,
the sensed data is not summarized. In contrast, if

the change is sufficiently small to be summarized,
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a larger unit. We verify our algorithm of sum-
mary. The verification utilizes temperature of
the physical data (2005/11/10 21:32-2005/11/11/
21:39) of sensor which installed at our university.
Figure 2.2 shows raw data and thirty minuets, an
hour summary of data during a day. The sum-
mary data during each term (thirty minutes, an
hour) receives the influence of the preview state.
Therefore, the value of start is different. The sum-
mary data expresses not only the average data but

also detailed data.



W I D E

1100 : : :
1000
900
800
700
600
500
400
300
200
100

data size (KB)

0 5 10 15

20 25 30 35 40

Communication time with a PN (sec)

Fig. 2.3. Available transmission data size in communication time

3) Extraction of Emergency

When there is a rapid change in sensed data,
that change becomes important index indicating
danger in the physical world. For example, a rapid
change of temperature indicates the index of fire.
Therefore, a rapid change of sensed data should be
transmitted to PN absolutely. We define “emer-
gency” as the rapid change of sensed data. The
sensed data is assigned the highest priority.

4) Priority Scheduler (PS)

When ISN transmits data to PN, it is nec-
essary to forward adaptive data set sequentially
according to communication time. PS assigns
summarized data set to the priority for decision
of forwarding order. First, PS calculates trans-
mission data size corresponding to communication
time. Second, PS searches the most adaptive data
size from summarized data sets and assigns the

priority.

25 PROTOTYPE AND EXPERIMENTA-
TION

We implement the prototype and experiment in

the physical world (surrounding of our university).
In this prototype, There are three nodes (ISN, PN,
and wireless connected internet nodes) equipped
with wireless device (IEEE 802.11b). In order
to experiment according to the difference of the
speed of PN, we utilize the vehicle with different

average speed as PN: “bicycle”, “motorcycle”.

2.5.1 Threshold of Priority Scheduler

The priority determines the threshold which is
available transmission data size in communication
time. When we conduct the experiment using
this prototype, we should derive the threshold
with two situations. Therefore, we actually mea-
sure the data size that can send in communica-
tion time. Figure 2.3 shows measurement results.
Based on Figure 2.3, available transmission data
size increases almost proportionally in our experi-
mental environment. Expression 1 is obtained by

the least square method.

. y = 23.098z + 29.379
Expression 1:
R* = 0.9554

Coefficient of Expression 1 is regarded as
approximately one. This shows that the reliability
of the regression line is high. We use Expression 1
to calculate the threshold of priority decision in
our experiment.

Next, we measure relations between the speed
of PN and available communication time in our
experiment. Figure 2.4 shows the measurement
result in two situations where PN turns around in
the speed (20km/h, 40km/h). Each value is sub-
stituted in Expression 1, the threshold of priority
is then decided and shown in Table 2.1.

2.5.2 Experimentation

We set up each node in the physical world as
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Fig. 2.4. Communication time with PN speeds

Table 2.1. Relation of the speed of node and

data size

Node ‘ Speed
motorcycle | 40km/h | 260 KB

| Data size

bicycle 20km/h | 722 KB
ﬁ
ISN Do not stop.
Go straight !!

& |
Our Lab
Let’s start
;h: elnﬁ of AR Patrol !!
atrol !!
. - @ 1
-.w .......... m.»-

PN

Fig. 2.5. Outline of experimentation

shown in Figure 2.5. “Bicycle”, and “Motorcycle”
as PN moved 20km/h, and 40km/h respectively.
Figure 2.6 shows PN of motorcycle equipped with
several devices. We verified effectiveness of our
proposal.
1) Verification of Our System Performances

We compare our system that considers the
speed of PN with system only which PN is uti-

lized. Raw data size used in the experiment is
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e

Wireless device antenna

Fig. 2.6. PN of motorcycle

Table 2.2. Data size of summary data set

time series | Data size
30 minutes | 365 KB
1 hour 313KB
6 hours 264 KB
12 hours 218 KB
Da 181 KB
Wee 163 KB
Month 148 KB

563 KB. Table 2.2 shows the size of data set that
we summarized the raw data. Case of motorcycle
(40 km/h), ISN can send only 260 KB. Therefore,
if PN does not consider the speed of PN, PN can
receive only 46.2% of raw data. However, in our
system, PN can receive 100% though data is sum-
marized. Consequently, when ISN transmits data,
the efficiency of our system is better than the sen-

sor network where PN is utilized.

2.6 CONCLUSION

We propose the system of sending adaptive data



based on the communication time with PN. We
summarize all sensed data based on three parame-
ters and calculate the communication time which
is related to the speed of PN. Furthermore, we
assign priority to the summarized data which
depend on the data size. Based on the experi-
ment of our prototype, delivery rate has improved
more than the system which does not utilize our

proposal.

2.7 FUTURE WORK

For our future work, our system needs to reflect
wireless link quality. This is because that there
are many factors to attenuate the wireless link
quality in the physical world. Now, we are imple-
menting a system which two or more PNs move
round an ISN. Additionally, we should also con-
sider not only “a communication time with PN”
but also “the orbit of PN in ISN wireless commu-

nication area of the ISN”.
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Abstract

With the rapid rise in the demand for loca-
tion related service, communication devices such
as PDAs or cellar phones must be able to search
and manage information related to the geograph-
ical location. To leverage location-related infor-
mation is useful to get an in-depth perspective
on environmental circumstances, traffic situations
and/or other problems. To handle the large num-
ber of information and queries communication
devices create in the current ubiquitous environ-
ment, some scalable mechanism must be required.
In this report, we propose a P2P network system
called “Mill” which can efficiently handle infor-
mation related to the geographical location. To
simplify the management of the location related
information, we convert two dimensional coordi-

nates into one dimensional circumference. Using
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this technique, Mill can search information by
O(log N). Mill does not adopt any flooding
method, and it reduces the amount of search
queries compared with other P2P networks using
flooding. DHT networks also do not leverage
flooding and have good features. Simulation
results show that the performance of Mill is good
as well as other DHT networks. DHTs support
only exact match lookups. The exact match is not
suitable for searching information of a particular
region. Mill provides an effective region search,
by which users can search flexibly location-related

information from small regions to large regions.

4.1 Introduction

Today’s mobile devices such as cars, PDAs, sen-
sors, and other devices become powerful. In addi-
tion, these devices have connectivity to the Inter-
net and equip positioning devices such as GPS
sensors. In ubiquitous computing environment,
these devices can immediately collect and provide
information anywhere.

If we use a large number of information these
devices provide, we can obtain detailed and real
time information. Gathering information based
on geographical location can be effective for judg-
ing traffic situation, weather condition, and other
circumstances. For example, if we gather rain-
fall information based on geographical location
throughout a city, we know where rain clouds are
exactly. This information is useful to the peo-
ple riding a bike, climbing a mountain, and doing
other things. However, if we can not immediately
obtain this information, the value of information
will be lost. Therefore, to immediately obtain
some suitable information based on geographi-
cal location, a management mechanism which can
handle a large number of mobile devices should
be required.

Japan Automobile Research Institute
(JARI)[110] experimented with IPcars (taxi;
has some sensors and connectivity to the
Internet). This experiment showed that gathered

information from mobile devices is useful to create



detailed weather information. In this experiment,
a client-server approach was adopted. In the near
future, it will be expected that ubiquitous com-
puting environment come out and the number of
queries for location-related information will much
increase. Then servers will be much overloaded.
To decentralize information and queries, peer-
to-peer (P2P) networks are widely studied. Espe-
cially, P2P network with distributed hash table
(DHT) are proposed in many studies[197, 202,
238, 283].

of mobile devices and are effectively adapted for

DHTs are scalable to the number

entry and separation of nodes. DHTs can answer
queries even if the network is continuously chang-
ing. However, there is serious defect. DHT's sup-
port only exact match lookups because of adopt-
ing a hash function. If we deal with location-
related information, exact match will be distur-
bance. Despite geographical distance, all informa-
tion is assigned absolutely different ID by a hash
function. If some information is geographically
close, assigned IDs are not relevant. Therefore,
the exact match mechanism is not suitable for
searching a particular region.

There are several P2P networks considering
location. However, these P2P networks have some
defects in dealing with location-related informa-
tion. LL-net[117] is location based P2P network.
This P2P network defines an area as a square
region divided by latitude and longitude. LL-net
is optimized for context-aware service, and this
P2P network is efficient to find where node is and
what services node has. LL-net has two kinds of
special nodes (super peer and rendezvous peer).
The super peer manages information about all
rendezvous peers. All other peers should know the
super peer in advance. A rendezvous peer exists
per an area. This peer manages normal peers in its
area. Besides, LL-net can not deal with attribute
of time and can not gather location-related infor-
mation such as temperature, speed and other val-
ues of sensors, because LL-net manages not loca-
tion of information but location of nodes.

In this report, we propose a new approach

which can handle information in terms of loca-
tion. To simplify the management of the loca-
tion related information, we convert two dimen-
sional coordinates into one dimensional circum-
ference. Using this technique, our P2P network
named Mill, which can flexibly search arbitrary
region for information. Mill has a good perfor-
mance as well as DHTs. Mill can search infor-
mation by O(log N) and answer queries in mobile
environment and does not require a special node
(e.g. central server). In addition, Mill can flexibly
search location-related information from a small
region to large region. Mill does not adopt a hash
function. The strategy of creating ID is quite dif-
ferent from DHTs. Mill can search consecutive
IDs at one time. Therefore, Mill reduces the num-
ber of queries for a region search.

The rest of this paper is structured as follows.
Subsection 4.2 describes requirements for infor-
mation management and retrieval on ubiquitous
computing environment. Subsection 4.3 presents
the mechanism of Mill and explains several of its
properties. Subsection 4.4 shows Mill’s perfor-
mance through simulations. Finally, we summa-

rize our contribution in Subsection 4.5.

4.2 Requirements for ubiquitous environ-

ment

In ubiquitous computing environment, there are
many devices including mobile phones, desktop
PCs, web cameras and sensor devices. If we gather
information from these devices, we can obtain
valuable information. However, there are several
requirements that we have to cope with.

e Scalability

In the near future, the number of information
created by mobile devices and other devices
will much increase. And centralized system
as like client-server model will much over-
loaded. It is required to handle information
and search queries created by a large number
of devices all over the place.

e Region search

If sensor devices provide location-related
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information, we try to obtain useful informa-
tion. For example, someone wants to know
weather condition around his/her office and
traffic situation between his/her home and
office. Therefore, a flexible search mechanism
is required, which can be applied to arbitrary
size of region.
e Fast search

If we try to obtain traffic situation or weather
condition, the up-to-date information must
be provided. Therefore, a search mechanism

should be fast.

4.3 Mill: A new Geographical-based peer-

to-peer network

To meet the above requirements, we propose
a new P2P network system called “Mill” consider-
ing geographical location. This section describes
the mechanism of Mill. Mill has several protocols,
which are join and leave, maintenance overlay net-
work, store and search, optimization of queries on
searching several regions, maintenance of routing
tables, and other protocols. Due to the space lim-
itation, we explain join, store, and search proto-

cols.

Overview

If we deal with information based on geograph-
ical location, a P2P network system must sup-
port region search. In mobile environment, it is

difficult to comprehend exact location of mobile

devices in advance. Therefore, when searching
a particular point, we do not know whether we
acquire some information or not.

DHTs support only exact match queries
because of adopting a hash function (e.g.
SHA-1[63]). If we search a particular region, we
should search all points in the region. For exam-
ple, if a DHT system expresses a region as 10 bits,
we should search 1024 points. Exact match causes
the large number of queries on region search.

To support region search, Mill adopts not a hash
function but a mapping mechanism optimized for
location-related information. Using this mapping
mechanism, Mill reduces search queries compared
with other DHTs.

The architecture of Mill is similar to the DHTs.
As Figure 4.1 shows, the architecture is hierar-
chy structure. If an application stores or searches
location-related information, the application just
specifies the latitude (y) and longitude (x). The
2D-1D mapping layer converts x and y into
key-ID. This layer corresponds to a hash function
of DHTs. The lookup layer searches a particular
node based on this key-ID. In case that there are
N nodes, a query can be resolved via O(log N)

messages.

2D-1D mapping
Mill divides two dimensional space into a grid
cell by latitude and longitude. A grid cell is

a small square region. If Mill expresses the surface

-- Z-ordering --

Application

this layer creates ID
“region search”

Put(x, y)

Get(x, y)

l¢ — ———

|
2D & 1D Mapping | |

Put(keylD)

Get(KeyID) data

- skip-list -- |

Lookup Service | |

this layer provides
lookup service
“scalability”

Puttkele, 1P)
___________ o1l

1
Get(keyID, IP) i

|
“fast search” : :

Fig. 4.1.
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of the earth as 64 bits, a size of grid cell is equal to
milli-meter order. As Figure 4.2 shows, suppose
that each cell is assigned a 4 bit identifier. Mill
manages these IDs as one dimensional circular
IDs, and each Mill node is responsible for a part of
circular IDs. The number of ID is created by alter-
nating x-bit and y-bit. For example, if an x-bit is
‘00’ and a y-bit is ‘117, a cell ID is ‘0101°. This
method is called “Z-ordering”. Here, ID space is
very small (only 4-bit) to explain simply, however
in real use Mill’s ID space is large 64-bits. A par-
ticular region can be expressed as a range between
“Start-ID” and “End-ID”. For example, in Fig-
ure 4.2 ID range (0,0) correspond a square cell
(region A), ID range (0,3) correspond quarter of
the whole square (region B), and ID range (0, 15)
correspond the whole square (region C). In fact,
Mill expresses a particular square region as a con-
secutive of cell IDs and can search range of IDs at
one time for information. Mill searches location-
related information by a few queries against arbi-
trary size of region. Because of this feature, Mill
can reduce the number of search queries.

Here, I summarize the features of “Z-ordering”
(including the features without explanation)

e locality of 1D

—region search, load-balance
e consecutive ID

—reduce search queries

real space

2-D: surface

A: ID 0=0
B:ID 0=23

C:ID 0=15
/

1l [5 /7 13] 15

10| 4

. — |

(0001) | (0011)

oof O 2] 8|10

(0000) | (0010)

00 01 10 11

W I D E

e create one-dimension ID
—simple management, fast & simple search
In some cases, altitude is needed. In urban
areas, buildings are usually multi-story ones.
Then, sensor devices are installed on different
floors. Therefore, it is necessary to distinguish
a sensor on first floor as being different from
another sensor on second floor. It is easy to
expand Mill network into 3 dimensions. The IDs
of Mill network are created by alternating x-bit,

y-bit and z-bit in 3 dimensions.

Join protocol

Each node has a responsibility to handle a part
of the circular ID space. And each node communi-
cates with two clockwise side nodes and two coun-
terclockwise side nodes. As Figure 4.3 shows an
example, the overlay network is consist of 7 nodes
(0, 4, 6, 9, 11, 12, 14). The node whose ID is 0
handles a part of the circular ID space from ID 0
to 3. This node has 4 connections with other
nodes ID 4, 6, 14, and 12.

A new node joins Mill network by the following

protocol. Figure 4.4 shows an example.

1. The new node creates an ID from the actual
location (x,y). We define this ID as Node-ID.
The new node knows an IP-address of at
least one node in advance. We define this

node as initial node. And the new node

logical space
1-D: line

15 1

-y
w
w

"6 12|14
oll1 3] 911

o

Fig. 4.2. 2D-1D mapping method
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Initial node

Node-ID: 6

New node

Node-ID: 12

Fig. 4.4.

sends Node-ID and IP-address to the ini-
tial node. As Figure 4.4 shows, the new
node creates 12 as Node-ID according to its
actual location. Then, the new node sends
Node-ID (12) and IP-address to the initial
node (Node-ID: 6).

. The initial node sends this message to clock-

wise side node, and the clockwise side node
sends this message in the same way. As

each node send the message repeatedly, finally

Node(0) handles the
ID space from 0 to 3

Routing Table

IP address
fe80::a
fe80::b
fe80::c
fe80::d

Join protocol

this message reaches a particular node which
handles the ID space including the Node-ID.
The initial node (Node-ID: 6) sends the mes-
sage to the node (Node-ID: 8). And the
node (Node-ID: 8) sends the message to the
node (Node-ID: 9) which handles the ID space
including the new node’s Node-ID (12).

3. The node which handles ID space including

Node-ID assigns a part of ID space to the

new node and reassigns own ID space. And



111 5 13|15

10| 4 12]14

ool O

00 01 10 11

W I D E

range search

Fig. 4.5. Region search

this node also informs the new node about
Node-ID and IP-address of neighbor nodes.
The node (Node-ID: 9) assigns the ID space
(12,13) to the new node and informs the
new node about Node-ID and IP-address of
neighbor nodes (Node-ID: 8, 9, 14, 1). And
the node (Node-ID: 9) reassigns the ID space
(9,10, 11) by itself.

4. The new node informs neighbor nodes about
own Node-ID and IP-address. Then neighbor
nodes update their routing table. The new
node (Node-ID: 12) informs neighbor nodes
(Node-ID: 8, 14, 1) about own Node-ID and
IP-address.

Through the join protocol, the new node can be

assigned particular ID-space and knows neighbor

nodes.

Store and search protocol

A message flow of store protocol is similar to
join protocol. First, if a node gets information,
the node records the ID of the location where
the information is got. This ID is created by the
2D-1D mapping mechanism. Second, this node
sends the ID and own IP-address to clockwise side
node. And the clockwise side node sends this mes-
sage to the next clockwise side node. Sending
the message clockwise, a particular node which
handles the ID-space including the ID is received
this message. This node manages the ID with the
IP-address.

The search protocol is similar to the store

protocol. If a node wants to get some location-
related information, a search query includ-
ing “StartKey-ID” and “EndKey-ID” is issued.
Figure 4.5 shows an example. The node
(Node-ID: 14) wants to search the region from
ID-8 to ID-11. In this case, StartKey-ID is 8
and EndKey-ID is 11. First, the search query
is sent clockwise until the node handles the
ID-space including 8 is found. Second, the node
(Node-ID: 6) replies to the node (Node-ID: 14)
with IDs and IP-addresses related with ID-8.
And this node sends the search query to the
clockwise side node (Node-ID: 9). The node
(Node-ID: 9) replies to the node (Node-ID: 14)
with IDs and IP-addresses related with ID-9, 10,
and 11. Then the node (Node-ID: 14) knows
IP-addresses of nodes which have information
related with ID-8, 9, 10, and 11. Connecting to
these IP-addresses, the node gets information. If
the nodes (Node-ID: 6, 9) do not find any infor-
mation, they reply to the node (Node-ID: 14)
with the message meaning that information is not
found.

In practice use, information consists of ID, time,
type, and value. Therefore, Mill can supports not
only region search and but also time based search

and type based search.

Improvement of routing algorithm
The clockwise liner search is not scalable,
because a search query is sent through a sequence

of O(N) other nodes toward the destination. To
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reduce a searching cost, each node manages infor-
mation of power of two hops away nodes as like 1,
2,4, 8, 16 hops away. First, to know the informa-
tion of a 4 hops away node, each node communi-
cates with a 2 hops away node. Second, to know
the information of an 8 hops away node, each node
communicates with a 4 hops away node. Repeat-
ing this communications, a size of routing table is
larger. The maximum size of rouging table is no
more than O(log N). This routing table is likely
to have more entries for closer nodes and fewer
entries for further nodes. This list structure is
called skip-list.

Figure 4.6 shows a search example and a clock-
wise routing table of the node (Node-ID: 18). The
node gets the information related with ID (34) by
the following search protocol.

1. The node (Node-ID: 18) compares 34 with

Node-IDs on the routing table.

2. On the routing table, the closest Node-ID

is 31 (8 hops away node)
3. The node (Node-ID: 18) sends the search
query to the node (Node-ID: 31)

4. The node (Node-ID: 31) passes the search
query to the node (Node-ID: 33)

5.The node (Node-ID: 33) handles the
ID-space including 34 and reply to the node
(Node-ID: 18) with IP-addresses related with
the ID (34).

This routing table reduces the searching cost to
the routing table of the node (Node-ID: 18)

hops Node-ID IP-address
1 20 fe80::6

2 21 fe80::7

18
4 25 fe80::8
8 31 fe80::9

Fig. 4.6. Skip-list search
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O(log N). This routing table also enhances sta-
bility of Mill network. Mill network can recover
itself to find alive nodes by using this routing table
even if several nodes are disconnected at the same

time.

Load balance

DHTs use hash-function for creating IDs. Based
on hashed IDs, information generated by nodes is
distributed. On the other hand, Mill does not use
hash-function but Z-ordering algorithm for creat-
ing IDs. On the face of things, information is
not distributed in Mill network. However, in fact,
information is distributed. I explain how to dis-
tribute information in Mill network as follows.

In Mill network, each node has responsibility for
a part of ID space. The size of IDs each node has
is determined by the distance between one node
and next node. In the area where density of nodes
is high, the distance between two nodes is short.
In these areas, lots of information is generated,
however the size of IDs each node has is small.
The size of IDs is inverse of density.

The information amount each node has is not
effected by density of nodes because of locality of
Z-ordering. Every node manages almost same size
of information, and load balance is realized in Mill

network.

4.4 Evaluation

In this section, we evaluate the performance of
Mill system. We have made a simulator to evalu-
ate Mill system by Java 2 SDK. Table 4.1 shows

the simulation environment.

Application example

‘We make a sample application on the simulator.

Table 4.1. Simulation environment

CPU Pentium4 2.4 GHz
Memory 1GB
oS WindowsXP SP2
programing language | Java 2 SDK verl.4.2

the number of node
ID-space
transfer method

10 — 2,560
224 (4,096 x 4,096)
random walk




This application creates the weather information.
In this application 100 mobile devices are moving
around, sensing temperature. After running the
application, every node communicates with some
other nodes and creates Mill network. Figure 4.7
shows a snapshot of this application. Small cir-
cles represent mobile nodes and dots do informa-
tion of temperature. First, users determine a tar-
get region and click the button related with the
target region. Second, users get information on
the target region. The temperature information
is plotted on the target region as dots. After we
search several region, we can see the atmospheric

temperature profile.

Path length

We define the path length as the number of
nodes relaying a search query. As Figure 4.8
shows, if a searching method is skip-list search,
the path length is O(log N) and if a searching
method is clockwise liner search, the path length
is O(N).

half of log N, because each node has clockwise

In fact, the path length is almost

and counterclockwise information of nodes on

£ Mill - DEMO

replying nodes

a routing table.

Figure 4.9 shows how many search queries reach
the destination. In the 160 nodes system, 80%
of search queries reach the destination through
4 hops. In most cases, almost all search queries
reach the destination through 8 hops. As the
Round Trip Time (RTT) of mobile phones is
around 500 (msec), search queries reach the des-
tination by 3 or 4 (sec).

Now, we compare our Mill network system with
other P2P network system. We express target
region as “i” bits, the number of nodes in the tar-
get region as “m” nodes, and the number of nodes
in the network as “N” nodes. DHT's only support
exact match queries. In a DHT network, a node
searches all points in a target region. Then, the
search cost is 2° x log N. In the Mill network,
a node searches sequential IDs at a time. In the
target region, a search query is sequentially sent
from a node to a node. Then, the search cost is
log N +m. Let “”, “m”, and “N” be 16, 20, and
10000 respectively, each search cost is as follows.

e DHT: 2" x 1og 10000 = 603609

e Mill: log 10000 4 20 = 29

[o]
o EEHZE -
N EE
o = =EILITS Click to search
@ L] the target region
o pre—
O@ [#]
® o

. I'e} B [} [SINSY
target region 2 B © o
S X
=]
feXed o o 9
o Q
o ‘ o I
2 _ .
8,8, % o 0.0 Bl 8
O og “aa
. 2 o
o &
el Lol

o 0 ek

StartiD: 2097152
EndiD : 3145727

6
Time = Fridun 17 11:48:10 JST 2005
Type = tenperature ()
alue = 6
ID = 2478978
Time = Fridun 17 11:48:10 JST 2005
[Type = temperature(S)
alue = 3
ID = 2507320
Tire = Fridun 17 11:48:2 JST 2005
Type = temperature(C)
alue= 7

L. Get information on
the target region

o

\r

[4]

Fig. 4.7. Application Example

251

P ROJETCT

OoOooOoooooooooooooooooooooooooooog I:ISI:I.

21




t

reepor

a n n u a

P ROJETCT 2 0 0 6

E

D

e[1210 OO0OO0OO0OO0OOOOOLOOOLOOOLOODLDOODOOOOODOODOOO

' ' ' ' liner search —
skiplist search— x—-
1000 h
_é’ 100 | -
o
&
10 -
- ——Xm— T T e T *
%
1 1 1 1 1 1
0 500 1000 1500 2000 2500
number of nodes
Fig. 4.8. Node vs pathlength
100 PRy T T
EXXX
160 nodes Eers Q @4 b 534
640 nodes —— {8] I %3] s ES]
2560 nodes 3% l8: l81 1)
wl % 8 i | %
g 3 % %
g G & i b
T 60| g g &l -
" X
" - T
: 1 4
1< 40 | ]
[eX - E
i o 5 i
i ol B
2| g % 8 g i -
¢ ok o )
ﬁ 1 1
g X | 3
0 : LR i N L
0 2 4 6 8 10

number of hops

Fig. 4.9. Hops vs reachableQueries

On region search, DHTs create much larger
queries than Mill does. However, if “m” increases,
the performance of Mill becomes worse. The

performance-degrading factor is sequential search
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in the target region. It seems that adopting rout-
ing table is effective in the target region to solve
this degradation. We need to consider the relation

between the quality of information, the density of
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Fig. 4.10. Nodes vs messages

nodes, and the routing table. This optimization
is one of the future works.

LL-net has hierarchical 1D spaces to improve
search mechanism. However, as the number of
hierarchical layers becomes larger, the manage-
ment cost increases. If one of the layers con-
sists of very small areas, user can search very
a small region. On the contrary, as the number of
rendezvous peers increases, the super peer should
manage a large number of rendezvous peers.

The performance of DHTs and LL-net are
directly affected by the size of ID space. One of
the Mill’s advantages is that the performance of

Mill is not related with the size of ID space.

Management cost

In a message of Mill, there are 2 types. One
type is join-leave message. This message is sent
if a node joins or leaves Mill network. Another
type is keep-alive message. A node sends this
message to recognize a link status of other nodes.
We evaluate the number of processed messages
per node. As Figure 4.10 shows, if a searching

method is clockwise liner search, the number of

processed messages becomes larger as the num-
ber of nodes increases. On the contrary, if using
skip-list search, the number of processed messages
is almost O(log IV).

In the Mill network, the order of search cost and
maintenance cost is log V. In DHT networks, the
order of these costs is also log N. O(log N) is effec-
tive for the increasing number of nodes, and Mill
and DHTs are scalable to the number of nodes. In
the LL-net network, information of every area is
centrally managed by the super peer. Therefore,
it seems not to be a scaleable to the number of

nodes.

Robustness

We evaluate the robustness of Mill network. It
is important to work Mill network even if link sta-
tus of nodes is continuously changing. We define
the normal condition of Mill network as that every
node appropriately handles ID-space and circular
ID-space is not divided anywhere. If Mill network
works well, each node can put and get informa-
tion. In this simulation experiment, a particu-

lar percent of nodes is forced to be disconnected
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Fig. 4.11. Disconnected vs recovery

at once. Alive nodes try to recover Mill network
to find other nodes by adopting a routing table.
As Figure 4.11 shows, Mill network can recover
itself perfectly (100%) until disconnected rate is
about 15%. Each routing table has information
of neighbor and distant nodes, and Mill network
can recover itself by this routing table even if sev-

eral nodes become disconnected at once.

4.5 Concluding remarks

In the ubiquitous computing environment, com-
munication devices can provide information any-
where and anytime. Therefore, information
should be shared among communication devices
based on geographical location. Mill enables com-
munication devices to share information based on
geographical location. In an N-node network,
Mill can search information by O(log N) and each
node maintains routing information for about
O(log N) other nodes. Mill can recover the overlay
network, even if 15% nodes become disconnected
at the same time. In addition, Mill does not adopt
any flooding methods, therefore Mill can reduce

the number of search queries compared with other
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P2P adopting flooding mechanism. DHTs also do
not adopt flooding methods and have good fea-
tures. However, DHTs only support exact match
queries. Exact match queries is not suitable to
searching a particular region, because users should
search all points in the region. Mill can search
consecutive IDs at one time by 2D-1D mapping
mechanism. Mill can also support effective region
search and users flexibly search information from

a small region to a large region.
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