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0 30 ORC: Optimized Route Cache Manage-
ment Protocol for Network Mobility

3.1 Introduction

Along with the advancement in wireless net-
working technologies, the mobile population of the
Internet is expected to contain over a billion wire-

less devices, such as telephone handsets, in the
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near future. Therefore this research deals only
with IPv6 [136], because IPv6 has scale advan-
tages such as huge address space and plug and
play support. In addition, IPv6 is expected to pro-
mote wireless computing and is deployed rapidly
due to IPv4 address insufficiency. Current re-
search of mobility protocol called Mobile IPv6 is
almost ready for a standardization at the Inter-
net Engineering Task Force (IETF). Mobile IPv6
is designed to provide continuous accessibility to
mobile nodes with mobility transparency on IPv6.
Demands of network mobility arise from real sit-
uations such as PAN and network inside vehi-
cles [59, 90, 58], but Mobile IPv6 does not provide
solution in response to these demands. Network
mobility provides mobility for a cluster of nodes
(i.e. It can be treated as a network and is called
mobile network [57]). A PAN built around one’s
body is a typical situation to apply network mo-
bility. The continuous mobility of human will lead
to movements of many nodes in the PAN. If all
the nodes are forced to run Mobile IPv6 due to the
movement of human body, the protocol overhead
causes futile consumption of network and hard-
ware resources. Instead, an elected node should
become a gateway (called mobile router) to the
Internet with computational ability and network
performance. It is more efficient that the mobile
router provides mobility to a mobile network in
these situations.

This research proposes the Optimized Route
Cache Management Protocol (ORC). ORC pro-
vides network mobility along with security and
scalability to take approaches combining inter-
net routing and Mobile IPv6. When a net-
work changes its point of attachment due to its
movement, the location of the mobile network is
changed in the Internet. To suppress the topol-
ogy change, ORC aims to scatter a route of a
mobile network to portions of the Internet, i.e. ei-
ther domains or Autonomous Systems (AS) where
the mobile network communicates. Distribution of
the route is achieved by extending binding update
mechanism of Mobile IPv6. As a result, ORC re-
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duces protocol signaling, disperses bottleneck of
intermediate agent, and avoids single point of fail-

ure.

3.2 Problem Statement

When a mobile network moves around the Inter-
net, it brings several issues due to the fact that the
current protocols does not assume this situation.
The issues are network transparency, scala-
bility and quickness, security, and route op-
timization. Network transparency indicates
that correspondent nodes (CNs) are unaware of
a mobile network’s movement during communica-
tion, and communications should not be affected
by its movement. It is important to have scala-
bility and quickness for mobile network’s route
propagation in the Internet, and for updating a
route of a mobile network as soon as the mobile
network changes its attached network. Security
is an important feature for a mobile network to
protect from attackers. It can be expected to
hijack a mobile network by attackers and steal
all packets to the mobile network. Route op-
timization brings better communication perfor-
mance since a route path needs to be changed fre-

quently along with network movements.

3.3 Optimized Route Management Protocol

ORC is designed to address all the issues de-
scribed in section 3.2. It provides network trans-
parency by assignment of unique unchanging pre-
fix to a mobile network. Scalability is supported
by running ORC on the existing internet rout-
ing mechanism, and quickness is achieved by tak-
ing Mobile IP functions to ORC. ORC also uses
Mobile IPv6 mechanism for route optimization.
Figure 3.1 shows the overview of ORC. In the
figure 3.1, there are 4 ASs connected to each other
by Border Gateway Protocol (BGP) [164]. Cur-

rently this is assumed to be typical internet rout-

ing topology.

3.3.1 Mobile Prefix

Mobile prefix is a prefix and is assigned to a
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mobile network as an unchanging prefix. A mo-
bile network has a home network where its prefix
is securely delegated and defined. Operation of
prefix delegation is not discussed in this research,

but any protocol can be used.

3.3.2 Mobile Router
Mobile Router (MR) is the only router in the

mobile network which has common functions to
a router such as forwarding and routing pack-
ets, and handling ICMP error messages. Local
Node (LN) is a node attached to the mobile net-
work. The address assignment can be performed
for LNs by existing protocols such as address auto-
configuration [140] and DHCPv6.

The MR has two network interfaces for connect-
ing to the Internet and to the mobile network.
Mobile Router Address (MR-A) is statically as-
signed to the interface connected to the mobile
network (named ingress interface). The MR-A
should be generated by a MR’s host EUI-64 iden-
tifier and the mobile prefix of the MR. Mobile
Router Care-of Address (MR-CoA) is an address
which is dynamically assigned to the interface con-
nected to the visited network (named egress inter-

face). The MR-CoA is acquired by router adver-
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-1

1 BGP Network

AS4 (Japan)

IGP domain

Mobile Router(MR) /‘ \\\\

Local Node (LN)
Mobile Network

Optimized Routing Cache Management Protocol

tisements [155] at the visited network.

Routing inside a mobile network can be man-
aged by any existing protocols such as Mobile Ad-
hoc Network (MANET) routing protocols [119,
162], OSPF6 [103] and RIPng [61]. But MR must
not advertise inner routes to the Internet from the
egress interface by any routing protocol. MR may
distribute router advertisements of the mobile pre-
fix with a new-defined mobility flag to the ingress
interface for LNs’ address auto-configuration. The
mobility flag is used for nested mobility operations
described in section 3.3.6, or for default route se-
lection. Possibly, the flag could be ignored if LNs

do not recognize it.

3.3.3 Binding Route

Binding Route (BR) is a special route of a mo-
bile network along with the remaining lifetime.
The BR has the similar structure to a Mobile
IPv6’s binding. The BR contains an association
between the mobile prefix and the MR-CoA of the
MR. Generally, a route entry is organized as fol-
lows: a destination is the mobile prefix and a next
hop is the MR-CoA. The BR is cached in a rout-
ing table with the appropriate lifetime.

The BR is updated securely by the MR. The BR
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should be processed and maintained by routers in-
stead of end-nodes. It is expectable that hundreds
of CNs in an IGP domain communicate with LNs
over the MR of a mobile network. Sending hun-
dreds of BRs to CNs on the IGP domain is obvi-
ously redundant operations to the MR and CNs.
The MR efficiently notifies single BR to a router
on the IGP domain across the Internet. The BR
itself cannot be (re-)advertised with routing proto-
col as routing information to the Internet, because
the BR does not belong to the route management
range of the IGP network. Current routing proto-

col will not fall into disorder with the BR.

3.3.4 Optimized Route Cache Router

An ORC router is an anchor router of a mobile
network and maintains a BR of the mobile network
persistently. The ORC router can be configured
anywhere in the Internet. Practically, the ORC
routers should be put on expected networks where
there exist CNs for the mobile network, because
it is impossible to replace all routers on the Inter-
net to ORC routers. Whenever a MR moves, ORC
routers receive a BR notification from the MR and
cache it in their routing table. The ORC router
must authorize the mobile network to receive the
BR as described in section 3.4.1. After creation
of the BR, the ORC router intercepts packets des-
tined to the mobile network, and tunnels them to
the MR-CoA which is registered in the BR.

All ORC routers advertise a proxy route of the
mobile prefix to capture packets destined to the
mobile network by any IGP protocols. The proxy
route can not be inter-exchanged by any Exte-
rior Gateway Protocol (EGP) such as BGP. The
proxy route is not a BR, but it contains the mo-
bile prefix as a destination and the ORC router’s
address as the next hop. The proxy route will not
be aggregated in ORC router’s IGP domain. ORC
router can reject receiving BR of any mobile net-
work according to domain policies, because the ad-
vertisement of unaggregated route may swell rout-
ing entries on IGP routers. According to rout-

ing management policies of each AS, ORC routers
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should be approved to provide ORC services from
their affiliated IGP domain.

When one of the nodes inside Networkl of AS2
communicates with the mobile network in the
figure 3.1, packets destined to the mobile network
are always routed to the ORC router2, because the
ORC router2 advertises a proxy route to turn the
route of the mobile network to itself in AS2. The
ORC router2 intercepts packets and tunnels them
to the MR attached in AS4. On the return path,
the MR could send packets to the CN via the ORC
router2 by the use of IP-in-IP Encapsulation [15]
with the ORC router2’s address. The MR may re-
ply packets directly to the node by encapsulation,
if the node can decapsulate these packets.

There are two special types of ORC routers
which are Home ORC Router and Discovered
ORC router.

Home ORC Router

One of the ORC routers called Home ORC
router (H-ORC router) must be a router of the
link on which a mobile prefix is defined. The H-
ORC router assigns a prefix from its managed pre-
fix ranges, and delegates it to the mobile network.
The H-ORC router is well-known by the MR and
always have a fresh BR of the mobile network.
The H-ORC router intercepts packets on the link
destined to the mobile prefix, and tunnels them
to the registered MR-CoA, while the MR is away
from home.

Discovered ORC Router

Discovered ORC router (D-ORC router) is an
edge router of CNs’ network, capable of dynami-
cally becoming a ORC router. The D-ORC router
must have a D-ORC anycast address which is gen-
erated by the D-ORC router’s 64 bit prefix and
an anycast identifier. The D-ORC router is dy-
namically discovered with “ORC Router Discov-
ery and Reply” (UDP packets) to the D-ORC any-
cast address by a MR. The discovery is operated
on demand whenever the MR starts communicat-
ing with the IGP network of the D-ORC router,
or receives packets destined to the mobile network

via one of the ORC routers. Discovery mecha-



nism is similar to the home agent discovery mech-
anism of Mobile IPv6 [81]. If no replies are re-
ceived, the MR stop discovering D-ORC routers
in the CN’s network and receives packets via one
of the ORC routers (or maybe via the H-ORC
router). If the MR finds the D-ORC router2 of
the Network2 by “ORC Router Reply”, it starts
sending a BR to the D-ORC router2 described in
section 3.4.1. After creating the BR, the D-ORC
router2 establishes a tunnel between the MR and
itself, and takes on responsibility of routing pack-
ets destined to the MR according to the BR. The
D-ORC router maintains the BR only while CNs

are communicating with the mobile network.

3.3.5 Routing to Mobile Network

Route path depends on availability of ORC
routers on the way to a H-ORC router from a
CN. When packets destined to a mobile network
arrive at one of the ORC routers, the receiving
ORC router intercepts them, encapsulates them,
and tunnels them to the mobile network’s regis-
tered MR-CoA in a BR. Therefore, the route path
to the mobile network is optimized by bypassing
the H-ORC router, because the route path to the
H-ORC router is different from the current topo-
logical position of the mobile network. There are
mainly three network environments depending on
configuration of ORC routers.

First, the network environment is where there
are ORC router(s) on the CN’s network regardless
of ORC router’s type. Packets from the CN will
reach the nearest ORC router in the AS. The near-
est ORC router is selected by IGP routing proto-
cols which have the shortest path finder algorithm
such as the Dijkstra algorithm [103]. Second, there
is no ORC routers on the CN’s network, but one of
transit ASs on the way to the H-ORC router has
ORC routers(s). The ORC router in the transit
AS is selected by general internet routing, because
it advertises proxy route of the mobile network to
its AS. The last environment is where there is no
ORC router on the way to the H-ORC router from
the CN. In such environment, the H-ORC router

W I D E

is used, because it can intercept packets on the
home network destined to the mobile network. In
second and third environments, the MR can dis-
cover D-ORC routers and notify a BR to them.
Increasing the number of ORC routers caring
the mobile network is an important factor to dis-
tribute route of the mobile network on the Internet
depending on a number of networks which LNs are
communicating with. Distributed BR also helps to
avoid single point of failure. If the H-ORC router
goes unavailable, CNs can communicate with a
mobile network except for the third network envi-
ronment. However, ORC is not always requested
to have a lot of ORC routers, because updating
its BR to all the ORC routers brings considerable
overhead and prevents scalability and quickness of

updating BRs.

3.3.6 Nested Mobility

Nested mobility is known as the state when a
MR is itself attached to a mobile network in the
hieratical fashion. When a mobile network at-
taches another mobile network, the MR of the up-
per mobile network becomes a parent-MR, and the
MR underneath it becomes a sub-MR as defined
in [57]. If the sub-MR could obtain a sub-MR-CoA
by address auto-configuration, it detects that the
upper router is the parent-MR from the mobil-
ity flag in parent-MR’s router advertisements de-
scribed in section 3.3.2. The sub-MR must then
send a route of its own mobile prefix to the parent-
MR by any routing protocol running inside the
mobile network. The parent-MR should send its
own BR to ORC routers of the sub-MR while the
sub-MR operates notifying sub-MR’s BR to them.
If ORC routers have only a BR of the sub-MR,
they encapsulate packets with the sub-MR-CoA.
Therefore, packets routed to one of the parent-
MR’s ORC routers are encapsulated again, and
are tunneled to the parent-MR. On the other
hand, if ORC routers have BRs of both the parent-
MR and the sub-MR, they encapsulate packets
with the parent-MR-CoA according to recursive

BR search described in section 3.4.2. The parent-
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34 byte

Type Length

Prefix Length

Reserved

Fig. 3.2.

Prefix Mobility Option

34 byte

Types Length

Managed Route Prefix Addresses
Lower bit after prefix length should be set zero.

Fig. 3.3. Managed Prefix Mobility Option

MR decapsulate packets and route them to the
sub-MR, since the parent-MR obtained the route
of the sub-MR.

3.4 Processing Binding Route

3.4.1 Securely Notifying Binding Route

The processing for BR is designed to exploit
binding processing of Mobile IPv6, because BR’s
relation of destination and next hop can be treated
as binding’s association of home address and care-
of address. Messages and their options described
in this section are mostly defined in [81].
Notification

When a MR attaches to a network, it obtains a
MR-CoA at the visiting network. The MR sends
a Binding Update (BU) to ORC routers with its
MR-A and the MR-CoA, but it does not send BUs
to end-nodes which does not have router func-
tionality. BU packets must be organized with a
BU message, a prefix mobility option defined in
figure 3.2, and a home address destination option.
The MR should add a binding authorization data
mobility option and a nonce indices mobility op-
tion depending on security mechanism described
in section 3.4.1.2. The MR contains its MR-A in
the home address destination option. The mobile
prefix length is contained in the prefix mobility
option.

The binding ack flag must be set in the BU to re-
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ceive a Binding Ack (BA) from recipient. A ORC
router must return BA containing a list of man-
aged prefixes of its IGP domain in a managed pre-
fix mobility option. The managed prefix mobility
option is defined in figure 3.3. If the BU is suc-
cessfully processed by the ORC router, the MR
establishes a tunnel to the ORC router as in [81].
The MR also records pair of the prefixes retrieved
from the managed prefix mobility option and the
ORC router’s address as route entries in its rout-
ing table. These routes may be used to search
a correspondent ORC router in a routing table
when the MR sends packet to CNs described in
section 3.4.2.

The ORC router creates a BR of a mobile net-
work to associate a mobile prefix with a MR-CoA
and insert it into its routing table. ORC router
retrieves the mobile prefix from the MR-A in the
home address destination option and the mobile
prefix length in the prefix mobility option. MR-
CoA is stored in the source address field of IPv6
header.

Security

ORC enables to manage routing information
across AS boundaries. In other words, it is pos-
sible for a MR to alter routing table of opposite
routers. Wrong BRs will cause opposite ASs to
fall into confusion or to have black-hole of routing.

ORC uses Mobile IPv6 security mechanism [81]



for protecting BUs of BR such as IPsec authenti-
cation header [126] and Return Routability (RR)
scheme. Furthermore, recipient routers can apply
their IGP domain or AS routing policies to handle
each BR.

This section describes the extension of RR to
ensure that correct BR will be notified to ORC
routers. In Mobile IPv6, RR procedure plays two
roles when authenticating a BU. One is to ver-
ify if binding between the home address and the
care-of address is legit, another is to exchange keys
for authorizing BU. In ORC, following extensions
are required in addition to RR mechanism used in
Mobile IPv6. First is between a MR and a H-ORC
router, secure tunnel such as ESP [138] should be
created using the MR-A in order to avoid mali-
cious nodes to send BUs of BR to the H-ORC
router. Another is on the H-ORC router, HoTI
sent from the secured tunnel between the MR and
the H-ORC router should be checked for its source
address and prefix length. This is required since
HoTI will be sent with the MR-~A for the source
address, and if the source address does not match
the MR-A registered in H-ORC’s binding or pre-
fix length in the prefix sub-option does not match
the H-ORC router should discard the HoTI. On
the other hand, CoTI will be sent with the MR~
CoA as its source address. Once the MR receives
both HoT and CoT back from the ORC router,
we can tell that MR exists in topologically correct
position and also a router of the network with the
MR-A’s prefix. The MR can send BU of BR to
the ORC router with keys exchanged in RR, if the
ORC router can recompute the encryption, BU
using RR completes in success.

IPsec operations are same as the operations of
Mobile IPv6 except for a security association. The
MR establishes a security association between the

MR-A and the H-ORC router’s address.

3.4.2 Mlanagement of Binding Route
Whenever a ORC router receives packets and
query routing table as general router operations,

it also searches BR caches for a destination ad-

W I D E

dress in an IPv6 header. The ORC router should
select the prefix longest matched BR or route for
the destination. When the ORC router finds the
prefix longest matched BR for the destination, it
must search BRs recursively for the next hope ad-
dress of the BR and must select the last matched
BR for the destination. This recursive operation is
aimed to support nested mobility. Once the ORC
router finds a BR instead of an IGP route for out-
going packets, it tunnels packets directly to the
MR-CoA according to the BR by IP-in-IP encap-
sulation. For the opposite direction, the MR may
encapsulate outgoing packets with the MR-CoA
as an outer IPv6 source address to bypass ingress
filtering of the visiting network. Therefore, CNs
must support decapsulation of these packets. Al-
ternatively, the MR may reverse tunnel packets
to the ORC router at CN’s IGP domain which
is found with route of the ORC router’s man-
aged prefixes in MR’s routing table. The MR
obtains the managed prefixes by receiving a BA
with a managed prefix mobility option. The ORC
router then decapsulates packets and route them
to a CN. The MR does not insert the home ad-
dress option as general Mobile IPv6, since falsifi-
cation of LNs packets on intermediate nodes like
the MR should be avoided for security consider-
ations. The Encapsulation of packets adds addi-
tional IPv6 header, and it does not change original

packets.

3.5 Conclusion

This research proposes the Optimized Route
Cache Management Protocol for mobile networks.
ORC provides network transparency by assign-
ment of an unique unchanging mobile prefix to
a mobile network. A MR notifies a BR which is
an association of a MR-CoA and a MR-A by BU
mechanism of Mobile IPv6. Recipient caches the
BR and manage it during BR’s lifetime. In this
protocol, the MR sends a BU to ORC routers in-
stead of CNs. The BR is treated as route infor-
mation for the mobile network. This prevents an

explosive increase of BU processing overhead on
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the MR, even when the number of CNs increases.
ORC routers allow CNs to communicate with the
mobile network without any modifications. ORC
routers can route packets destined to the mobile
network according to the BR. The route path is al-
ways optimized by bypassing MR’s H-ORC router.
As routers route packets according to route infor-
mation on the Internet, ORC routers send pack-
ets to the mobile network in compliance with the
BR. This architecture is so scalable with mini-
mum impact to the Internet. BU containing the
BR is protected by security mechanism such as
IPsec and RR. RR provides authentication of the
MR, authorization of the mobile prefix, confiden-

tiality of the BR.
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