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0 20 Issues in augmenting Diffserv to meet

application’s CoS requirements

2.1 Introduction

The collapse of Internet fair-share model neces-
sitates extended Internet architecture that can dif-
ferentiate forwarding treatment of different types
of flows. In response to such demand, Diffserv
was designed as an extension of Internet fair-share

model. In Diffserv, all traffic is classified into sev-

eral classes, and each class may receive different
forwarding treatment, according to consistent pol-
icy across Diffserv subnetwork, or Differentiated
Services domain (DS domain).

Today, Diffserv specification has been standard-
ized to the extent that it can be deployed within
single DS domain. Applications can only im-
plicitly signal their class-of-service (CoS) require-
ments to DS domain.

In this paper we describe various issues and pos-
sible directions in augmenting Diffserv, in order to
meet application’s CoS requirements.

In Section 2.2, our analysis of current Diffserv
specification is presented. We point out that Diff-
serv cleanly separated both service models and un-
derlying mechanisms from current set of specifica-
tion, leaving enough flexibility for future develop-
ment that will eventually augment Diffserv.

Section 2.3 describes pieces that will be needed
by the time Diffserv is widely deployed in the In-
ternet. We propose to decouple development of
signaling protocols with application development
by establishing Diffserv API. Next, we introduce
the notion of service-level engineering and service-
level monitoring that are necessary to meet cus-
tomer’s service-level specification (SLS).

In Section 2.4, we argue that Diffserv is useful in
areas that are totally different from Intserv. SLS
can be used to separate offered bandwidth from
the bandwidth of access network. Diffserv can
promote fair use by shaping and policing aggre-
gate of greedy flows. Diffserv can more efficiently
accommodate adaptive applications when applica-

tions can interact with NRB.

2.2 Analysis of Diffserv

Based on recent developments in link-sharing
algorithms[51, 150] and active queue management
algorithms[50, 27, 46], IETF Diffserv working

group has designed Diffserv architecture. Diffserv
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is a significant extension to the Internet architec-
ture, while changes made to IP protocols are small.

The goal of Diffserv architecture is scalability.
The key concept of Diffserv to achieve scalabil-
ity is: 1) division of IP internetworks into DS do-
mains, 2) traffic classification at both ingress node
and egress node of DS domain, and 3) aggregated
packet forwarding at interior nodes of DS domain.
However, scalability does not come for free. These
issues will be discussed later in Sections 2.2.4 and
2.3.

Diffserv architecture has been built around a set
of mechanisms (e.g., packet classifier) and a mi-
nor redefinition of IPv4 TOS field and IPv6 traffic
class field. The initial focus of Diffserv architec-
ture is single DS domain, i.e., a portion of IP in-
ternetwork that has consistent policy on packet’s
class of service.

Diffserv architecture has carefully isolated ser-
vice models and policies from currently specified
set of standard. The standard is also independent
of underlying mechanisms. This clean separation
of specification is intentional; basic Diffserv speci-
fication will continue to be a convergence platform
even after significant progress is made in underly-

ing mechanisms or in service models.

2.2.1 Diffserv architecture

The core specification of Diffserv[113, 16] con-
sists of mechanisms for packet classification at the
border of DS domain, and mechanisms for differ-
entiating packet treatment at the interior nodes
of DS domain. At the ingress border of DS do-
main, packets are classified according to multiple
fields of IP header, and the class of each packet is
designated by Diffserv code-point (DSCP) in the
IP header. In the current Diffserv architecture,
MF (multiple field) classifier is specified for the
purpose of packet classification.

In order to represent traffic conformance to par-
ticular traffic characterization parameter, meter
and marker are defined. Meter and marker, to-
gether with packet-shaper and dropper, are collec-

tively called traffic conditioners. However, none of
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these traffic conditioning mechanisms are specified
as mandatory feature.

At DS interior nodes, packets receive different
treatment according to DSCP. These differenti-
ated treatment of packets are called Per-Hop Be-
haviors (PHBs) in Diffserv. Three PHBs are de-
fined so far: EF (expedited forwarding), AF (as-
sured forwarding) and DF (default forwarding, or
best effort).

Packets marked as EF are prioritized over other
packets, as long as their aggregate departure rate
does not exceed configured limit. EF PHB can
be implemented by variety of queueing disciplines,
e.g., weighted round-robin. It may improve us-
ability of delay-sensitive, or jitter-sensitive, appli-
cations.

AF PHB group is further divided into four
classes, each of which may have three levels of
drop precedence. Drop precedence bits can be
marked by marker at the DS ingress node, ac-
cording to traffic conformance to particular traffic
characterization parameter. The combination of
meter, marker and drop precedence can be used
to realize the expected capacity service, which will
be described later.

At DS interior nodes, packets with the same
DSCP value are treated as an aggregate of flows,

and they are collectively called Behavior Aggre-
gate (BA).

2.2.2 Services

While service model is not part of current Diff-
serv specification, several services are described as
examples in Diffserv literatures. One of those ser-
vices is called “Better than Best Effort” service
or BBE service; it emulates lightly-loaded best-
effort network with AF PHB[15]. It seems to
be almost identical with controlled-load service of
Intserv architecture[166].

The key difference of BBE service to controlled-
load service is the notion of Service Level Spec-
ification(SLS) and expected capacity. Under ex-
pected capacity scheme[27], subscriber’s packets

are marked lower drop precedence as long as they



conform to traffic profile. Packets exceeding the
traffic profile are marked higher drop precedence,
but they are forwarded as long as they do not ex-
perience congestion along the path.

Under expected capacity scheme, subscribers
can complain to an ISP if they receive explicit
congestion notification or experience packet drop
when they are sending traffic within the traffic
profile. Using the same mechanism, an ISP can
detect under-provisioned network node when it is
either dropping in-profile packets or marking CE
(congestion experienced) bit on in-profile packets.

“Virtual Leased Line” service emulates leased
line with predefined maximum bandwidth. It can
be easily implemented with EF PHB, as described
in [82].

These two services represent the initial set of
service we would see in emerging Diffserv net-
works. They can be realized in a straightforward
manner, without introducing additional mecha-
nisms into Diffserv architecture.

In the current Diffserv architecture, offered ser-
vices are limited to relatively static services such
that negotiation for resource occurs rarely among
human agents. It is not clear whether more dy-
namic services, such as video on demand, can be
realized only with minor addition to the current

Diffserv architecture.

2.2.3 Applicability of CoS

It should be noted that EF PHB cannot pro-
vide hard guarantee of maximum delay fluctua-
tion to individual flow. Since flows are aggregated
into BA, each flow is affected by queueing delay
of other flows within the same BA, even if the
BA is forwarded at highest priority. Theoretically,
jitter-sensitive flows cannot be accommodated in
Diffserv internetworks because of aggregation.

There are commonly used tricks to accommo-
date such flows. Omne can design bandwidth hi-
erarchy of DS domain so that the backbone links
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are fast enough compared to that of access net-
work. Queueing delay at DS interior nodes can be
reduced, which will result in smaller jitter. In ad-
dition, one may buffer arriving packets if increase
in end-to-end delay is not a problem.

Adaptive buffering and loss compensation are
two of common methods for audio/video applica-
tions. Since Diffserv can only provide statistical
delay bound, applications must anticipate packets
that arrive after allowable period, even when EF
PHB is used. Applications that require hard guar-
antee of packet delivery within bounded delay will
encounter problems, although the probability may

be small.

2.2.4 Scalability

Since initial focus of Diffserv architecture is de-
liberately limited to single DS domain and static
SLS, scalability is limited within single DS domain
and flexibility of service models are also limited.
The problems of multiple DS domain and dynamic
SLS are left for further study. The component
that deal with multiple DS domains and dynamic
management of bandwidth is called NRB (network
resource broker) in this paper?!.

However, the presence of missing component
does not preclude deployment of Diffserv across
multiple DS domains. If ISPs can come up with
common set of service classes, or if they can define
translation between different set of service classes,
Diffserv can be deployed across multiple domains
just by concatenating them together. Diffserv ar-
chitecture has necessary components to deal with
this scenario; e.g., traffic conditioning at the DS
egress node.

Dynamic SLS can be realized as well, to limited
extent. If ISP backbones are over-provisioned and
fast enough compared to individual flow’s band-
width fluctuation, they can accommodate certain
number of dynamic flows. ISPs can detect over-

booking situation by loss of in-profile packets and

It is often called policy server or bandwidth broker in other literature, but since bandwidth is the interim

bottleneck in the Internet architecture, NRB is introduced as a generalized concept of resource broker for

bottleneck network resource.
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react to the situation by reducing the number
of accommodated dynamic flows. However, such
methods are limited to relatively small flows. For
example, in order to accommodate “HDTV on de-
mand” traffic within an OC-12 backbone, mecha-

nisms like NRB will be necessary.

2.3 Missing pieces

2.3.1 Application programming interface

There are variety of ways to adapt applications
to Diffserv-capable internetworks. Applications
can either implicitly indicate the class of service
by other information in IP header (e.g., destina-
tion IP address, TCP port number) or explicitly
indicate the class. Details of explicit indication ap-
proach may vary. Application can either set initial
DSCP, send signaling packet to DS domain, or it
might talk to NRB in the DS domain.

While initial deployment of Diffserv will most
likely depend on implicit approach, provision must
be made for certain types of applications that re-
quire explicit indication of service-level require-
ment.

While there are many ways to realize explicit in-
dication of service-level requirement, application
needs a single, consolidated programming inter-
face for CoS capable internetworks. In order to
understand the need for such a convergence plat-
form, we need to take a look at the Socket API.

Socket API provides a single, consolidated pro-
gramming interface for networked applications
and network administration tools. Since it has
been initially designed for 4BSD operating sys-
tems, the API has become widespread to other
platforms as well, together with the growth of the
Internet.

Socket API can be used to implicitly specify un-
derlying protocol. Transport protocol for use with
particular application can be selected by specify-
ing “domain” and “type.” For example, most of
current implementations will select TCP if Inter-
net domain and stream type is specified. In future
versions of operating systems, the same specifica-

tion may select a better transport protocol.
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It is necessary to deal with signaling protocol
and other explicit indication approaches via this
kind of established interface, because signaling
protocols will evolve when future innovations in
underlying mechanisms become widespread.

While some people think RSVP will be used
as the signaling protocol of Diffserv, we already
see related protocol developments that may ren-
der RSVP unnecessary. For example, service lo-
cation protocol[54] might be used to locate NRB,
and electronic transactions may occur on top of

XML with digital signature.

2.3.2 Established practice for service-level
engineering

Depending on the type of service-level specifica-
tion that each subscriber and ISP agreed with, it
might be difficult to meet all of these SLS under
certain traffic mix. For example, if the ISP has
accommodated too many EF flows, it may result
in excess packet loss at other classes.

ISP will be required to perform service-level en-
gineering, in order to mitigate the impact of ex-
cess aggregation, inappropriate aggregation, unex-
pected mix of traffic, and so on. Service-level en-
gineering will be an everyday task to meet service-
level specifications of individual customers.

We will be in need of established practice for
service-level engineering. Since many of the under-
lying queueing disciplines and active queue man-
agement algorithms have been well understood,
it should not be difficult to digest existing work
on queueing disciplines and recast them under the
context of Diffserv.

Network simulator is an alternative way to as-
sist service-level engineering. Network simulation
tools, such as ns-2[12], can be used to help oper-
ators understand the problem by running simula-
tion with setup similar to the real-world network.
Possible difficulty lies in accurate workload char-
acterization, but this potential problem could be
overcome by implementing a traffic generator that

conforms to SLS.



2.3.3 Established practice for aggregation

Since an application’s packets must be aggre-
gated with other application’s packets under Diff-
serv architecture, the algorithm to form BA is of
great importance. BA can be formed if individual
flow can find a BA with similar traffic characteri-
zation parameters. But there is a problem in this
approach.

There may be great diversity in traffic charac-
terization parameters, whose aggregation may ex-
ceed available number of code-points. Considering
the scale of current backbone ISPs, this situation
is likely to happen. There must be established
guidelines to deal with such situations, e.g., by ex-
ploiting use of experimental/local use code-points,
or by aggregating dissimilar flows into single BA.
The impact of aggregating dissimilar flows must be
known as part of established practice for service-
level engineering.

Application requirements will often be stated in
more abstract terms than traffic characterization
parameters. ISP and customer will more likely
agree on the application-level usability index, from
which SLS might be deduced or provided. If SLS
cannot be deduced from application’s service-level
requirements, it must be provided either by appli-

cation developers or by service-level engineers.

2.3.4 Components for service-level monitor-
ing

In order to identify violation of SLS, it will be
necessary to monitor the levels of service that are
actually delivered to subscribers. Also, service-
level monitoring will be useful to confirm that spe-
cific service-level engineering task has actually im-
proved the situation. There are three methods of
service-level monitoring.

The most direct and simplest approach is to put
active performance probes at the border of DS do-
main. They can form a mesh of end-to-end per-
formance probes, which will produce a matrix of
SLS conformance.

Passive performance probes could be useful

W I D E

if they are co-located with active performance
probes. Since both active probes and passive
probes are fairly easy to build, there will be revised
version of available products that are tailored to
handle Diffserv packets.

Another approach to service-level monitoring is
to collect data from various counters in the traffic
conditioner components. For example, the num-
ber of lost packets, shaped (delayed) packets, and
packets marked CE, could be maintained for each
class. While these counters do not directly rep-
resent conformance to SLS, they will be help-
ful to identify poor aggregation policy or under-
provisioned link. Unless IETF plays active role in
standardization of management information base
for Diffserv service-level monitoring, there will be
incompatible set of proprietary management infor-

mation base.

2.4 Applications of Diffserv

Diffserv is often mistaken as a scalable alterna-
tive to the Intserv[19]. Since Diffserv aggregates
all traffic into a few classes, it is hard to guaran-
tee packet delivery of individual flow. Those flows
demanding hard guarantee of packet delivery or
delay bounds must rely on Intserv architecture.
There are rare exceptions where the same guaran-
tee can be provided in Diffserv networks, e.g., by
restricting all but one EF flow inside DS domain,
but it is not discussed here.

Diffserv can be useful in areas that are totally
different from Intserv. We will describe potential

applications of Diffserv in this section.

2.4.1 Establishment of service level

SLS represents part of SLA (service-level agree-
ment), which essentially is a contract between ISP
and customer. Traditionally, SLA between ISP
and subscriber was an implicit agreement, e.g., a
right to use 56 Kbps dial-up access networks any-
time, for a fixed amount of fee. In the Diffserv
architecture, SLA is an essential element for ex-
plicit agreement between ISP and customer.

SLA is a contract with more accurate techni-
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cal characterization of traffic that a customer can
send to and receive from his or her ISP. In other
words, SLS isolates the specification of network
performance from the speed of access network.

This isolation may have significant impact on
the fundamental architecture of commercial next-
generation Internet. ISPs will seek data-link tech-
nology with sufficient bandwidth for their access
networks, regardless of the backbone link speed
and forwarding capacity of backbone routers.
High-speed data-link technologies become attrac-
tive, since ISPs can avoid frequent upgrade of ac-
cess networks. Meanwhile, they can offer faster
SLS to customers as backbone links and routers
become faster.

SLA also has impact on the backbone provision-
ing policy. Since SLS is associated with a contract,
failure to meet specific SLS may have negative im-
pact on the ISP’s revenue. Therefore, they will be
forced to provision their backbone facility so that
the sum of active SLS does not exceed the capacity

of bottleneck resource.

2.4.2 Promotion of fair use

Diffserv can promote fair use of network re-
source, with appropriate combination of traf-
fic conditioner elements. Greedy traffic can be
classified into separate class, or can be marked
with higher drop precedence at the DS ingress
router. Such use of traffic conditioner will be
useful to regulate unsolicited bulk e-mail, unso-
licited advertisements, or malicious attempts to
occupy bandwidth (e.g., directed broadcast of
ICMP packets[25]).

Since the commercial sector started to develop
Internet software for profit, there are growing
number of software that attempt to accelerate
end-to-end performance in a greedy manner. We
already see prefetching web proxies, bulk e-mail
transmitters, and modified TCP implementations,

for example. This kind of market-driven develop-

ment may necessitate deployment of Diffserv.
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2.4.3 Applications with adaptive bandwidth
requirements

Under Diffserv architecture, network can inter-
act more closely with applications that have flex-
ible bandwidth requirements. DS interior node
may either drop a packet or mark CE bit in its IP
header when the node experiences congestion[131].
Applications may react to congestion by detecting
CE bit and then reducing the transmission rate.

There can be many alternatives for explicit con-
gestion notification. NRB may inform applica-
tions of how much reduction in transmission rate
are necessary. Applications that can respond to
NRB messages will receive some pricing incen-
tives, since these NRB-aware adaptive applica-
tions can be controlled very easily under conges-
tion. In contrast, applications that only respond
to ECN (explicit congestion notification) will be

given marginal incentives, since ECN does not tell

applications how much back-off is necessary.

2.4.4 Applications with adaptive scheduling

In the Diffserv architecture, applications can
adapt to more flexible resource allocation poli-
cies than simple admission control. Under sim-
ple admission control scheme, end-node requests
represent their instantaneous intent to use certain
portion of network resource; requests are either
permitted or rejected by the network. Flexible
resource allocation policies include NRB-initiated
admission of flow, and advance scheduling of flow.
These flexible policies are particularly attractive
when the requesting application does not require
instant admission of flows.

NRB may initiate admission of flow if the re-
questing application does not have specific time
constraint and when NRB finds sufficient amount
of resource are available. This resource alloca-
tion policy might be useful to background appli-
cation that works independently of others, e.g.,
background file transfer.

Advance scheduling of flow will be necessary

if the requesting application must reserve other



resources, in addition to network resource. The
application typically requires co-allocation of re-
source, i.e., it must find a time-slot where various
kind of resource can be allocated at the same time.
Other resources can be computational resources
such as supercomputers, or scientific instruments,
e.g., linear accelerator or electron microscope.
Smart middleware will be necessary to facilitate
use of such flexible resource allocation policies.
Grid toolkits[98], e.g., Globus[52], are ongoing ef-
forts to provide smart middleware for resource co-
allocation, as well as other essential functions for
distributed computing. Other middleware efforts,
e.g., NWS[164], may enable NRB-initiated admis-

sion of flow.

2.5 Possible directions of development

As we have seen in previous sections, resource
allocation policies of individual DS domain are
affected by the capability of NRB and end-node
middleware. In other words, the algorithm of
NRB and the mode of interaction between NRB
and end-node middleware may change the way re-
sources are shared among various classes.

This relationship has significant impact to ISPs,
as the offered set of services may become richer
depending on the NRB algorithms and protocols
deployed within individual DS domain.

2.5.1 CoS middleware development

Middleware development has seldom gained
interest from the Internet research community.
While protocol design might be primary inter-
est from engineering perspective, the development
and consolidation of middleware are more impor-
tant for application developers.

Middleware development is particularly impor-
tant for extensible architecture like Diffserv, since
feedback process is essential for further develop-
ment of the architecture. By having initial ver-
sion of CoS middleware, one can exploit applica-
tion’s potential CoS requirements. Some of those
CoS requirements may not be met by underlying

mechanisms, which will trigger development of im-

W I D E

proved NRB algorithms, improved traffic condi-
tioner, etc. Improved underlying mechanisms may
then be made available at the next version of mid-
dleware.

This feedback process will result in a CoS mid-
dleware that offer interface to rich set of services.
The middleware may offer rich interaction of NRB
and applications so that NRB can exploit applica-
tion’s adaptability.

It is desirable to have multiple research projects
that attempt to develop CoS middleware through
interaction with application communities and with
Internet research community. Eventually, one will
see consolidation process specifically for applica-
tion programming interface, as we have seen in
Grid Forum(71] for distributed high-performance

computing.

2.5.2 NRB development

Since individual DS domain can deploy different
set of NRB implementations, there will be strong
demand for better NRB algorithms. ISPs may
attempt to differentiate themselves from other
ISPs by incorporating better NRB implementa-
tions into their networks.

NRB development may follow sophistication
process similar to CoS middleware. Eventually,
the protocol between NRB and CoS middleware
must be standardized so that NRB development
can happen independent of end-node middleware,

which may be difficult to change.

2.6 Conclusion

This paper made several contributions by pre-
senting analysis of Diffserv’s current status, miss-
ing components and practices for CoS applications
and ISPs, and possible application of Diffserv by
both ISPs and application programmers.

We first pointed out that Diffserv cleanly sepa-
rated both service models and underlying mecha-
nisms from current set of specification. The sepa-
ration leaves enough flexibility for future develop-
ment that will eventually augment Diffserv.

Next, we have discussed pieces that will be
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necessary for widespread deployment of Diffserv.
We have proposed to decouple development of
signaling protocols with application development
by establishing Diffserv API. Then, we have dis-
cussed the necessity of service-level engineering
and service-level monitoring. We also pointed out
that aggregation of dissimilar flows may have neg-
ative impact on delivered service level.

Next, we argued that Diffserv is useful in areas
that are totally different from Intserv. SLS can be
used to separate offered bandwidth from the band-
width of access network. Diffserv can promote fair
use by shaping and policing aggregate of greedy
flows. Diffserv can more efficiently accommodate
adaptive applications when applications can inter-
act with NRB.

Finally, we argued that NRB and CoS middle-
ware will gain research interest. Several trials to
design these components will result in standard-
ized NRB protocol and Diffserv API. NRB’s in-
ternal algorithms and CoS middleware’s capabil-
ity may differentiate the set of services offered to

subscribers.
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