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The Management Information Knowledge

Base

The attempt to use expert systems and knowledge bases in Network Management
systems has been as old as the systems themselves. Generally the approach of knowledge
acquisition has been top-down or random. In the top-down approach a specific problem or
issue of network management is divided in to sub problems/issues till knowledge specific
to the system can be acquired. In the random approach whatever knowledge is available
is acquired and used wherever/whenever applicable. Naturally, both approaches suffer
from lack of a complete coverage of the problem-space. In this work we have proposed
a bottom up approach in which the starting point for knowledge acquisition is the set
of Managed Objects (MO) of the system. In a network management system an MO is
an abstracted view of a communication resource that represents the resources as seen by
and for the purposes of management. The set of MOs form the Management Information
Base (MIB) and is finite. The knowledge corresponding to each of these MOs form
the Management Information Knowledge Base. parameters are finite. In the following
sections we present a model of the MIKB and discuss its design and implementation
details.

1.1 A Model for MIKB

The human manager’s view of the network is limited to the objects defined in the
MIB. MIKB is the semantic image of the MIB. In order to arrive at this image, we
needed comprehensive knowledge about the MOs, which we gathered by interviews with
network managers. We took each managed object (MO) in the MIB in turn, and asked
the network managers what this MO represented to them. The qualitative information
thus gathered, was quantified, and put in the MIKB.

We approached the task of creating the MIKB from two angles. On the one hand, we
got the qualitative information from the network manager; on the other, we classified the
managed objects by object type, and tried to see if the information given by the network

managers could be categorised by object type. Subsequently, once we were satisfied with
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our classification procedure, we quantified the information.

1.1.1 Classification of MOs by object type

An examination of the MIBs for TCP /IP based internets shows that MOs are basically
of the types shown below. The information content of various types of objects from the

management point view is also given.

e Status : generally gives a direct indication of the state of a system; for example
whether the status of an interface is "UP’, 'DOWN’ or "TESTING’

e Counters, Gauges : generally a measure of some quantity (e.g. input packets, output
errors, Q-lengths, ..) that gives an indication of the performance and/or status
of the system. There are generally allowable/normal values and when the values
go beyond these thresholds, the situation calls for special investigation/action.For

example, continued and rapid increase of traffic is cause for alarm.

e Descriptive objects, sequences, tables : Changes in these objects generally indicate
some change in the network and may merit an investigation. For example a change
in the routing table is indicative of the addition/deletion of some link somewhere.

A deletion of a link is in turn indicative of some faulty gateway/interface.

e TimeTicks : measures the time since an event has occurred.
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1.1.2 Knowledge from the network managers

In our sessions with the network managers, we analysed the MIB MO by MO, asking

the network manager the following questions:

¢ What kind of information would your monitor for this object
e What does this object indicate to you (congestion, error prone system etc.)

¢ What kind of diagnosis do you make from the errors detected

The answers to the questions above, for selected examples, is given below:
e mgmt.mib.system.sysUpTime

— Can be used to diagnose system breakdown
— History needs to be stored
— Max sysUpTime ”small” indicates an error-prone system

e mgmt.mib.interfaces.ifTable.ifEntry.ifOperStatus

— Status of the interface
— We need to know how long an interface has been down, how often
— How critical is the functioning of this interface (gateway?)

e mgmt.mib.interfaces.ifTable.ifEntry.iflnOctets

— Detect congestion with ifInDiscards

— Use averages and peaks

— Store history

— If congestion continues for an hour, declare ”congestion state”

o mgmt.mib.interfaces.ifTable.ifEntry.ifInErrors

— Monitor general health

— Should be less than 0.025% of iflnUcastPkts

— For a leased line, 1/s maybe ok, but 60/mt bad
— Error continuing for 2-3 mt may be okay

From the answers to the above questions, we realised that we need to derive more
information about the MOs, from its current value and history. The current value of a
MO is a valuable piece of information. It tells a knowledgeable person more than just the
figure, but only when read in the context of the history of the object. The frequency at
which the object representing the operational status of an interface is changing gives the
operator an insight into the reliability /error proneness of the interface. The same holds
for counter and gauge type objects. The information that some counter has a value z
does not signify much when judged in isolation.

The significance is seen by the manager by using the history of the object to estimate the
time development of the MO. For example, it is crucial to know whether an error count
is constantly increasing, rapidly increasing, or only transient. For a more quantitative
analysis, it was clear that the velocities and the accelerations would be effective measures

to capture time-development related derived information of Counter and Gauge type

MOs.
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MO NKB LOCAL
MO type MIKB bass ifOperStatus.1 - e-mail  j=— NIIE\ITEVI\EISSRK
(ifOperStatus) (Status) w=100 - pocketbell

\ 4

- Analysis (2) & Action
v v Event detection
& Analysis(1) Is host a gateway?
. Derived Info. Special requirements set in NKB?
Information > e(StZSus) ° Is ifAdminStatus up? - e
(Value) How long is IfOperStatus down? Ring pocketbell, send e-mail,log,
How often in given period? phone call, FAX etc.

O 1.1: Flow of information (MIKB, NKB and NIB)

The history of MOs are described in terms of averages, peaks, deviations etc. depending
on the object type, on a periodic basis (hourly/daily/weekly .. ) and are retained in the
Network Information Base (NIB), described in detail in later.

The data in NIB are indications of the patterns, if any, that the MOs are having
in space and time and provide valuable indicators in determining the significance (nor-
mal/abnormal) of the current states of MOs. The details of MIKB and NKB are described
in later.

In the model developed so far, MOs have been treated individually. However the
inter-dependency of the MOs does appear several times in the criteria for deciding the
abnormality of an object. For example, the time threshold beyond which if the OutQLen
persists ( continues to be non zero ) the condition will be labelled abnormal, is dependent
on the speed of the interface as shown in the example. Also, the Operational Status of
an interface being down will be considered abnormal only if the administrative status of
the interface is UP.

1.2 MIKB Design and Operation

From the discussion above, we can see that we need to put all this information in an
accessible form, and also design the MIKB in such a way that we can detect possible
abnormalities easily, and confirm/dismiss the abnormality by a detailed analysis with
the help of the values stored, and further, diagnose the abnormality on the basis of the

history and other details.
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1.2.1 MIKB prototyping

The MIKB template, given in the next section, was arrived at after a few trials and
errors. We started the testing by having the prototype, which had all the conditions
and analysis defined together. While working with the prototype, we found that it is
absolutely necessary to have the abnormalities defined as easy to detect events (EVENTS
in the template below), so that detection of possible abnormalities is easy. The detailed
analysis (ANALYSIS) follows this detection.

1.2.2 MIKB template
The template of the MIKB is as given below.

<object> OBJECT-TYPE
OBTYPE <timeticks, dependent, status, threshold, table>
ATTRBT value, stval, ltval, vel, stvel, ltvel,
pkval, avval, pkvel, avvel, count, time
EVENTS {
(attr <'/</=/> n)

ANALYSIS {
(MO.attr <'/</=/>mn) ..... w=wt,

::= { parent entrynumber }

Based on the object type of MO defined in the MIB, the OBTYPE above is decided. The
ATTRBT field gives the values for this MO which need to be monitored. The EVENTS
are easy to detect conditions, which may indicate an abnormality. The ANALYSIS is the
actual intelligence, a set of conditions which need to be evaluated to confirm or reject
the abnormality. If the abnormality is confirmed, the given weight (w=wt), is set, and
subsequent actions are performed from NKB, either based on this weight, or on the host
and MO where the abnormality has been detected.

1.2.3 MIKB example

Given below is the template described above, applied to the managed object, ifOper-
Status, which indicates the operational status of an interface. The value UP(1) indicates
that the interface is operational (hence no need for any further processing), the value
DOWN(2) indicates that the interface is down, and the value TESTING(3) indicates
that the interface is being tested. In the following example, we have shown that ifOper-
Status is dependent on ifAdminStatus, which is the administrative status of the device.

This is the MO which indicates what operational status the interface should have. For
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example, if the administrative status is DOWN or TESTING, the operational status is
of no concern.
ifOperStatus OBJECT-TYPE
OBTYPE status
ATTRBT value, count, time
EVENTS A
(value = DOWN)
(value = TESTING)
}
ANALYSIS {
(ifAdminStatus.value=UP) (value=DOWN) (count>10) (time<7d) w=100 count=0 time=0,
(ifAdminStatus.value=UP) (value=DOWN) (count>3) (time<7d) w=20,
(ifAdminStatus.value=UP) (value=TESTING) (count>10) (time<7d) w=70 count=0 time=0,
(ifAdminStatus.value=UP) (value=TESTING) (count>3) (time<7d) w=10,

}
::= { ifEntry 8 }

Though the values have been given in the MIKB itself, we realise that these values may
not hold good under all conditions, for all nodes and networks. Hence, we have provided
the facility to set user selected thresholds; the user has the option of gathering statistics
regarding this particular network for a period of time, and tuning the MIKB to reflect

the appropriate values. This is covered in more detail in the section on implementation.

1.3 Implementation

The implementation details are shown in Fig. 5. There are three major stages in the
flow of events. The first stage is 'tailoring’ the MIKB to suit the local conditions; the
second is the monitoring of selected MOs. The third is the analysis of events detected,
and subsequent action triggering in case the event is confirmed.

The values of the MOs for a given period (preferably an uneventful period), are already
stored in the database. The user consults these values, and the template given in the
MIKB, to create the files which will subsequently control the flow of the system. The
poller periodically updates the current status of the MOs under observation.

Detection of events specified in the MIKB triggers the detailed analysis. Detailed
analysis is done based on the history and current value of the MO, and values of other
MOs in the case of interdependent objects. The history of the object is maintained in the
Network Information Base (NIB). Once the situation is evaluated completely, if the event
detected is confirmed, the weight given is set, and the specified action in the Network
Knowledge Base (NKB) for this weight is performed. This flow is illustrated in Fig. 5.

1.3.1 Tailoring

This consists of creating the three files, poller.cf, MOevent.cf and MOanalysis.cf, and

this involves choosing the thresholds and values for selected MOs for event detection, with
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the help of the MIKB and values of the MOs for a given period under normal conditions
(Fig. 4). The MIB, MIKB and the database containing MO values for an uneventful
period, are consulted. The user selects the MO from the MIB, and the ’intelligence’
regarding this MO in the MIKB is displayed, along with the appropriate values for a
'normal’ week. The user has the option of modifying the values to suit the system and
the current environment. As the MOs are identified by host, the user also has the option
of setting different values depending on the host. For example, the status of the interface
which is the gateway, is more critical than the status of an inteface to an end work station.
Or again, depending on what the traffic is normally, we need to set the thresholds and
SO on.

As we see, the MIKB is used only during the initial setup (and whenever the user wants
to change this). The user consults the MIKB, modifies the values if need be, and sets
up a table, which is tailor-made to the system. Subsequently, the events and actions are
evaluated from the table, not the MIKB.

1.3.2 Monitoring

The poller polls the set of MOs at periodic intervals, and creates a file containing
the MOs with their current status. The monitor programs consults this file and the
MOevent.cf, which contains the events associated with these MOs, and determines if any
events have occurred. If an event is detected, the third phase, analysis and action, is

triggered off.

1.3.3 Analysis & Action

Detection of an event triggers this phase. The details of MO intelligence are imple-
mented in this phase; for example, once we have detected that the operational status
of an interface is down, we come here to check if the administrative status is up, and
also how many times in a given period of time this operational status has gone down;
or how long it has been down. In order to do this, we may need to consult the history
of the object, stored in the NIB. The analysis phase also determines the seriousness of a

situation, and depending on this, the action is chosen from the NKB file and performed.

1.3.4 Network Information Base

Network Information Base contains the history of the MOs. This information is con-
sulted for detailed diagnosis. As we can see from the example given above, we need to
know the past behaviour of an MO before we can decide on the seriousness of the current
situation. In the NIB all events and short/medium/long term statistical charactersis-

tics of the MOs are recorded. This allows the Network Manager application to make
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intelligent decisions, by looking at the current status of an MO in the perspective of the
history of the MO and that of the network. The NIB is maintained in a DB form and is
accessible for offline diagnosis and maintenance purposes too. The details stored in the
NIB depend on the attributes defined in the MIKB for this MO.

1.3.5 Network Knowledge Base

The focus of the network management knowledge base so far has been the MIB, i.e. we
have been concentrating on that part of the knowledge which is not specific to a network.
However, in actual management several judgments, decisions and actions are dependent
on the local environment and configuration. Thus it may so happen that the MIKB
is indicating the likelihood of an abnormality but the NKB on the basis of some local
knowledge, overrides it. Also, the importance of an event may be further emphasized in
the NKB. For example, all interfaces are important and should be operationally UP but
some interfaces, on specific hosts, may be more important than the others. Actions are
generally logging messages, sending e-mail, fax messages and in the most critical cases
ringing pocket-bells, etc. These of course very much depend on the local circumstances
and are coded in the NKB.

The NKB is the interface through which the local administrator can tailor the manage-
ment system to suit their specific requirements. Along with setting down what action is
to be performed for the different weights set, this also contains information on whether
there are special requirements for specific hosts and MOs.

The KB is formed by the union of the rules in the MIKB and the NKB, with the rules
in the NKB deciding the actual actions. The NIB gives the information regarding the
history of the object. Hence the total KB may be said to contain of the MIKB, NKB
and the NIB.
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Network Maps - Concept, Realization &
Applications

2.1 Configuration Information for Network Man-

agement

The rapid and widespread use of computer networking has highlighted the importance
of holding and servicing information about the networking infrastructure itself. The
growing and active interest in network management [46], which has concentrated mainly
in the areas of fault and performance management on a local scale, is severely constrained
by the lack of any organized pool of information about the network infrastructure itself.
Some attempts have been made, on a piecemeal basis, to provide a larger view of some
particular aspect of the network ( WHOIS, DNS, .. in the case of the Internet; [47], [48]).
But to date, little or no effort has been made in setting up the infrastructural framework,
for such an information pool. In this work we explore the possibility of setting up a

framework to hold and serve the infrastructural information of a network.

2.1.1 Infrastructural information requirements

Network operation and management requires information about the structure of the
network, the nodes, links and their properties & functions. Further, with current networks
extending literally beyond bounds, the scope of the information covers networks beyond
the span of local domain of authority or administration. When the Network was relatively
small and simple the map was already known to the knowledgable network administrator.
Based on this knowledge the course of the packets to different destinations would be
charted. But presently the size of the Network is already beyond such usages, with
the current growth being near explosive. This is giving rise to the urgent necessity of
having infrastructural and service related information made accessible from all places
and at all times in a reasonably efficient manner and with reasonable accuracy. In

the rest of this work a network is the media for transmitting information. Network
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elements are equipment with one or more network interfaces whereby it is possible to
exchange information with the network. Network elements with multiple interfaces e.g.
gateways /routers/bridges/repeaters... may be used to connect networks. Network related

information, referred to as 'network map’ in the rest of this paper, should

1. Show the interconnection between the various network elements. This will basi-
cally represent the Network as a graph where vertices represent objects like gate-
ways/workstations/ subnetworks and edges indicate the connections.

2. Show properties and functions of the various network elements and the intercon-
nections. Attributes of vertices will represent various properties of the objects e.g.
speed, charge, protocol, OS, etc. Functions include services offered by a network
element.

3. Contain various name and address information of the networks and network elements

4. Contain information about various administrative and management details related
to the networks and network elements.

5. Contain the policy related information, part of which may be private while the other

part may be made public.
Using this map the following services may be provided
1. Configuration management:

e Display the physical configuration of a network, i.e. nodes and their physical

interconnections

e Display the logical configuration of a network, i.e. nodes and their logical inter-

connections.

2. Route management:

¢ Find alternate routes by referring to the physical and logical configurations.
e Generate routing tables considering local policy and policy of transit domains

e Check routing tables for routing loops, non-optimality, incorrect paths, etc.

3. Fault management: In case of network failures alternatives may be found and used
to bypass the problem node or link.

4. Service management: Locate various services and servers in the Network.

5. Optimization: The information available can be used to carry out various optimiza-
tions, for example cost, traffic, response-time, etc.

6. Provide mappings between the various names and addresses of elements

7. Depict administrative/autonomous domains.

8. Network Administration and Management: References to people responsible for

administering and technically maintaining a network will be useful.
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2.1.2 Nature of the network map

Implementing and maintaining a detailed map of the network poses a serious problem.
The scope of the map is global and the network itself is expanding. Some of the problems

that are peculiar to the network map are listed below:

e The network configuration is quasi-static. Nodes, links and networks are being

added, updated and deleted someplace or the other.
e The network is huge and geographically distributed.

e The network spans several political and administrative areas. The related informa-

tion is also controlled and maintained in a distributed fashion.

In short, global network configuration information is unwieldy and growing continu-
ously. It is impossible to service such information in a centralized fashion. So, a dis-
tributed database system is necessary. In this context, the X.500 Directory system [49]
is an appropriate candidate on which the network map be implemented. The X.500 Di-
rectory is intended to be a very large and highly distributed database. It is structured
hierarchically with entries arranged in the form of a tree in which each object corresponds

to a node or an entry. Information is stored about an object as a set of attributes.

2.1.3 Hierarchical model of a network

For representing networks in the Directory we use a hierarchical model.

A network is the media for transmitting information with zero or more network ele-
ments each having at least one network interface on the media. The media may be a
line (physical circuit/virtual circuit), a coaxial-cable, or a collection of interconnected
networks.

The model allows hierarchy of subnetworks. Network elements with multiple interfaces
may act as external gateways to the attached network and to networks higher up in the
hierarchy. Thus, a gateway may be the external gateway of several networks which are

either interconnected or have a hierarchical relationship.

2.1.4 Network Maps

A network may be simple (consisting of zero or more network elements) or composite
(consisting of several sub-networks). Examples of simple networks are Ethernets, Optical
fiber/copper cables, free space, .... .

Using the above model it is straight forward to draw the topological graph of the

network where the vertices represent the components of the network and edges indicate
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Physical picture of a network:
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the connections (fig. 2.1). For visual representation the graph may be translated to a
more "physical” illustration.

Just as there are several maps of the same geographical domain (political, natural...)
one can envisage several views of the same network and its components. A view (called
“image” in the remainder) could pertain to a particular protocol suite (IP/OSI/...), an
administrative domain or purpose. Using images, several abstractions of the same object

are possible.

2.2 Representation of Network Maps in the X.500

directory

The issues that needed to be taken care of while designing the schemas are as follows:

Scalability

Distribution of control & maintenance

Preservation of administrative boundaries/controls.

Simple representation should closely resemble the real world situation
Minimize data duplication

Bootstrapping strategies

Security : Though no special emphasis has been placed

Bootstrapping strategies

L ® N ot w

Security : Though no special emphasis has been placed in this work we believe the

X.500 access control policies will provide reasonable control.

Issues like caching policies/ replication etc are not addressed- and are expected to be

locally resolved.

2.2.1 Directory object classes for networks

A physical network comprises of wires and machines. The physical map of the network
will show the interconnections of these nodes by these circuits. For each physical net-
work element, one or more images may exist. Similarly, an image may be attached to
one or more physical objects. The types of images can grow along with the requirements.
Relationship between elements (physical or logical) are expressed by attributes or the
position in the Directory tree. To represent the various images of networks and its com-
ponents along with the real-image relationship among the various objects we introduce

the following classes of objects:
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e Communication Object Class (CO): All objects defined furtheron in this document
belong to this class. Common attributes for all communication objects are defined

in subsection 2.2.2.

e Physical Communication Object Class (PCO): A subclass of CO-class, this class
defines common properties for all objects representing physical communication ob-

jects.

e Image Communication Object Class (ICO): A subclass of CO-class, this class defines

common properties for all objects representing images of communication objects.

The above classes sort communication objects into physical or image object. As is
implied in the nomenclature a physical object will have several attributes describing it
physical properties - location, weight, size, .... etc. An image object will have an Image-
of attribute. The Image-of attribute will point to a physical object or to another image
object.

IP node OSl node '

IP & OSI '
node :
————————— -
IP Image \\\
Network R \7’ S
||____-i r___-il \
\\ I:OSI node | : IP node |f |OSI node |!
N ' ! I !
~o ' N e !
\\_____'\ > J_,_’_L 1
\ N\ L /
‘. |reost | freos | )/
\ node I' f node ,
N ~

~ .
- _ -

FUNCTIONAL IMAGES OF A NETWORK
O 2.2: Several logical views of the same physical network
Using this scheme it is possible to represent the case of several logical network sys-

tems ( running different protocol stacks - IP, XNS, SNA, OSI, ...) which coexist on the

same physical network. Information related to different types of networks, no matter
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what the underlying communication protocol is, will reside in the Directory in harmony.
Also, their interrelation will be represented and accessed in a fashion independent of the

source/destination network, namely, using the OSI X.500 protocol.

2.2.2 Schema for Communication Object Classes

The schemas for the object classes introduced above are defined as follows:

CommunicationObject OBJECT CLASS
SUBCLASS of top
MAY CONTAIN {

description :: CaselgnoreStringSyntax,
/* can contain any information about the object,
however, whereever an appropiate attribute
exists, this should be used first to hold
information */

adminContact :: distinguishedNameSyntax,
/* points to the person which is responsible for
the administration of the instance this object
describes;
This refers to the instance only in the context
of the concrete object class */

technContact :: distinguishedNameSyntax,
/* points to the person which is responsible for
the technical maintanence of the instance this
object describes;
This refers to the instance only in the context
of the concrete object class;
Availability (e.g. hours of service) is not
covered by this attribute. */

Physical CommunicationObject OBJECT CLASS
SUBCLASS of CommunicationObject
MAY CONTAIN {
owner :: distinguishedNameSyntax,
/* refers to organization or person owning the
physical element;
Note that more detailed information (like lease,
rental, etc.) can be covered in a specific image
(ownerImage) of this element */
localityName :: CaselgnoreStringSyntax
/* where the object is located;
can be used freely to ”spot” a network element,
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e.g. state/city/street/building/floor/room/
desk/... */
ICO :: distinguishedNameSyntax
/* points to image object the physical object
is related to;
might have several values if physical object
is use for several applications at the same time */

ImageCommunicationObject OBJECT CLASS
SUBCLASS of CommunicationObject
MAY CONTAIN {
type :: caselgnoreStringSyntax,
/* expresses the view this object referes to, e.g.
view of provider/user/IP/OSI/...;
Note that this information can be covered by
the object class in some cases
(e.g. ipNetworkImage gives the IP view) */
imageOf :: distinguishedNameSyntax,
/* points to physical/image object the image
is related to;
might have several values if view applies to
several physical objects at the same time */

Communi cat i onCbj ect

/\

Physi cal | mage
Conmuni cat i onObj ect Conmuni cat i onObj ect
network node port net wor k node port
| mage | mage | mage
| | |
| Pnet wor k | Pnode | Pport
| mage | mage | mage

0 2.3: Class inheritance for communication objects
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2.2.3 Physical elements

The following objects describe network elements without saying anything about their

usage. All objects inherit properties of the PhysicalCommunicationObject class.

Network The network object supplies general descriptions which are common for a set
of nodes and circuits comprising one network. This includes information about the type
of circuits (medium, broadcast or point-to-point, etc.) and properties (speed etc.).

network OBJECT CLASS
SUBCLASS of PhysicalCommunicationObject
MUST CONTAIN {
networkName :: caselgnoreStringSyntax }
MAY CONTAIN {
externalGateway :: distinguishedNameSyntax,
/* points to one or more nodes that connect
this network to neighbor networks;
whether a node actually is used as gateway
for one or the other protocol, is defined
in a related networkImageObject */
nwType :: caselgnoreStringSyntax,
/* type of this network;
either ”composite” (if consiting of subnetworks)
or type of a line:
bus, ring, star, mesh, point-to-point */
media :: caselgnoreStringSyntax,
/* if network is not composite,
describes physical media:
copper, fiber optic, etc. */
speed :: numericStringSyntax,
/* nominal bandwidth, e.g. 64 kbps */
traffic :: numericStringSyntax
/* (average) use in percent of nominal bandwidth
[ this needs more specification later | */
configurationDate :: uTCTimeSyntax,
/* date when network was configured in current
shape */
configurationHistory :: caselgnoreStringSyntax
/* list of configuration changes, like:
added/removed nodes, lines */

Node The node object describes any kind of device that is part of the network, such

as simple nodes, printer, bridges.
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node OBJECT CLASS
SUBCLASS of Physical CommunicationObject
MUST CONTAIN {
nodeName :: caselgnoreStringSyntax }
MAY CONTAIN {
machineType :: caselgnoreStringSyntax,
/* e.g. main frame, work station, PC, printer;
might include manufacturer */
OS :: caselgnoreStringSyntax,
/* e.g. VM, UNIX, DOS; might include release */

Port Each node object will have one or more port objects as subordinates. Port objects

provide information about interfaces of the node and connectivity.

port OBJECT CLASS
SUBCLASS of Physical CommunicationObject
MUST CONTAIN {
portName :: caselgnoreStringSyntax }
/* Tt is suggested that the port name
is derived from the name of the logical
device this port represents for the
operating system, e.g. le0, COM1 */
MAY CONTAIN {
portAddress :: caselgnoreStringSyntax,
/* this should contain a protocol-independent
interface address, e.g. Ethernet board number */
connectedNetwork :: distinguishedNameSyntax,
/* pointer to object of network which this port is

connected to */

2.2.4 Logical Elements

An abstract view of a physical element is called image in this document. The word im-
age gets appended to the object type, leading to the new objects networklmage, nodelm-
age and portlmage. Images will either build Directory trees of themselves or be stored
as part of the physical network tree (see subsection 2.3.9.).

Image objects inherit properties of the ImageCommunicationObject class.

Each image object has specific attributes which vary depending on the point of view

(IP, OSI, ...). Also, the user and provider of an image will view an object differently;
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further a user of an object may also be providing the services of the same object to
another user.

Therefore, in the following a complete and general list of attributes cannot be given.
We recommend to define subclasses of Image classes for each logical view. These sub-
classes inherit all attributes defined with the object classes below and add more specific

attributes.

Application to an IP-view are given in 2.3.1.

Network There may be several network images for one and the same physical network:

one for each protocol, application, etc.

networkImage OBJECT CLASS
SUBCLASS of ImageCommunicationObject
MAY CONTAIN {

externalGateway :: distinguishedNameSyntax,
/* points to one or more nodes that act
as gateway for the protocol application
this images referes to */

speed :: numericStringSyntax,
/* nominal bandwidth for the channel dedicated
to this protocol or application ,
e.g. 64 kbps */

traffic :: numericStringSyntax,
/* (average) use in percent of nominal bandwidth
[ this needs more specification later | */

charge :: numericStringSyntax
/* amount of money that has to be paid to
service provider for usage;
[ it is felt that this needs further definition:
e.g. monetary unit / time unit, monetary unit /
data unit | */

Node Name and functionality within the network might vary for a node from protocol
to protocol considered. In particular, a node might act as gateway for one protocol but

not for the other. Routing policy is stored in the case of policy gateways.

nodelmage OBJECT CLASS
SUBCLASS of ImageCommunicationObject
/* no attributes common for all nodeImages have been

defined yet */
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Port As with physical nodes, nodeImages have ports (portImages) which describe con-
nectivity to other network elements. PortImages are only given if the protocol is estab-

lishing connections via this port.

portlmage OBJECT CLASS
SUBCLASS of ImageCommunicationObject
MAY CONTAIN {
portAddress :: caselgnoreStringSyntax,
/* this ports address in the context the
image referes to, e.g. IP number, NSAP */
connectedNetwork :: distinguishedNameSyntax
/* pointer to networkImageObject that describes
the network this port is attached to in terms
of the protocol or application the image
indicates */

2.3 IP networks in the Directory

Information related to the Internet Network Infrastructure is stored and created by a
number of different organisations, such as the Network Information Center (NIC), the
Internet Assigned Numbers Authority (IANA), and the NSFNET Network Operations
Center (NOC). The information is in general "mastered” (stored and maintained) by
these organisations on a centralized basis, i.e. there is a single place to look for a defini-
tive list of entries for these categories. This has worked well in the past but given the
tremendous growth of the Internet and its number of users and networks, it is essential
that a distributed scheme be used.

Applying the general method of storing network infrastructure information in the X.500

Directory (as outlined in 2.1.3) to IP networks, the following goals can be accomplished:

1. Provision of IP specific images of network elements

2. Mapping from Network Number to network, host, owner, etc.
3. Support of delegation of IP address blocks

4. Support of "classless” network address formats

5. Provision of several organizational images of a network

In the following images of network elements for an IP specific view are defined.
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2.3.1 1IP network image

IP network image is one application of network images and therefore inherits the net-
workImageClass.

An IP network combines all network elements that have a common IP network num-
ber. Presently, IP network numbers fall into one of the classes A, B, or C. However,
subnetworking is already done broadly and classless networks numbers are expected to
be assigned soon. The definition of IP network, therefore, is always related to common
network number and network mask. IP networks have a very close relationship to the
Domain Name System. Several attributes are introduced to take care of these relations.

ipNetworkImage OBJECT CLASS
SUBCLASS of NetworkImage
MUST CONTAIN {
ipNetworkImageName :: CaselgnoreString,
/* common name */
ipNwNumber :: IPStringSyntax,
/* the IP network number for
this (sub)network */
ipNwMask :: IPStringSyntax
/* mask that applies to ipNwNumber
in order to define classless
network number; also used for routing */
}
MAY CONTAIN {
/* DNS related info ; e.g, - */
associatedDomain :: CaselgnoreStringSyntax,
/* the domain name associated to this IP network;
As there is no 1:1 mapping between traditionell
IP numbers and domain names, the name given here
should contain the ”closest match”.
1) (sub)network does not have a domain name
of its own, but is part of a bigger domain:
take name of that domain
2) network is divided into several domains,
therefore having more than one domain name:
list all of them.
Note: a reverse mapping of domain names to
networks/nodes can be achieved by a modified
implementation of RFC1279 */
inAddrServer :: DistinguishedNameSyntax,
/* referes to the ipNodeIlmageObject of the
inaddr Server that holds information about
this network */
primaryNameServer : DistinguishedNameSyntax,
/* referes to the ipNodeIlmageObject of the
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primary domain name server for this network */
secondaryNameServer : DistinguishedNameSyntax,
/* referes to the ipNodeImageObject of the
secondary domain name server for this network */
/* routing policy; e.g, - */
acceptedUsagePolicy :: caselgnoreStringSyntax,
/* semantics to be defined */
/* Any other - */
onlineDate :: uTCTimeSyntax
/* date when network got connected to the Internet */

2.3.2 1IP node image

If a node in the network is running the IP protocol, an ipNodelmageObject should be
created for this node. This image is a subclass of nodeImageClass and holds IP specific
information.

The ipNodelmage is defined as follows:
ipNodelmage OBJECT CLASS
SUBCLASS of Nodelmage
MUST CONTAIN {
ipNodeName :: CaselgnoreString
/* common name, it is advised to use
the hostname for this purpose */
MAY CONTAIN {
protocol :: CaselgnoreString,
/* name and version of IP protocol running */
domainName :: CaselgnoreString,
/* the complete domain name of this node;
CNAMEs can be stored additionally to the
DNS A record name;
further relationships, like MX record entries,
should be taken care of by the domain name tree
according to RFC 1279 */

2.3.3 1P port image

The most important IP related information of a node (its IP addresses) are registered
with ipPortImageObjects. This picture is more accurate as a node can have several 1P
addresses, but only one per interface. Furthermore, it shows clearly the relationship of

neighbor IP network and connected port.
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IpPortImage is a subclass of portlmageClass. Note that for ipPortImage all references
are drawn in the context of IP, i.e. portAddress becomes an IP address, connectedLine
and connectedNetwork point to ipImageObjects.

Additionally to portImageClass, ipPortImageObject has the following properties:

ipPortImage OBJECT CLASS
SUBCLASS of PortImage
MUST CONTAIN {
ipPortName :: CaselgnoreStringSyntax
/* It is suggested that the port name
is derived from the name of the logical
device this port represents for the
operating system, e.g. le0, COM1 */
MAY CONTAIN {
ipNwMask :: IPStringSyntax
/* mask that applies to portAddress for
routing of packets to nodes on the connected
(broadcast) network;
Note: This is only a fraction
of the routing table information
for this port, namely for one hop. */

2.3.4 IP namespace objects

The following Directory objects have been defined to represent the IP namespace (in

contradiction to network elements using IP) in the Directory. Their purpose is to provide

1. mapping from IP number to IP network element (network or node),

2. assignment and delegation information.

Describing all IP numbers with one of the new objects delegatedBlock, ipGroup and
ipReference leads to the desired information. Furthermore, all assigned numbers have
some properties in common. Therefore, the objectclass assignedNumberClass is intro-
duced. This class exports attributes to delegatedBlock, ipGroup and ipReference.

AssignedNumberClass is defined as follows (“number” always refers to IP number of
delegatedBlock, network, host):

assignedNumberClass OBJECT CLASS
SUBCLASS of top
MAY CONTAIN {
assBy :: DistinguishedNameSyntax,
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/* referes to organization or organizationalRole

that assigned the number to assTo (see below) */
assTo :: DistinguishedNameSyntax,

/* referes to organization or organizationalRole

that the number was assigned to. This does not

imply that assTo owns this number now. */
assDate :: uTCTimeSyntax,

/* date of assignment for this number */
relNwElement :: DistinguishedNameSyntax,

/* the network element related to this number

(network or node) */

Assi gnedNunber Cl ass

/’\
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[0 2.4: Class inherition for assignment objects

2.3.5 Delegated Block object

This object provides information on a block of IP addresses delegated to some local-
authority or service provider. Only contiguous blocks can be represented with the fol-
lowing scheme. If an organization (say, a NIC) has been assigned several IP network
numbers which do not form a contiguous block, it might want to use a different form
of representing that fact (e.g. using imageNetworks). The delegatedBlock object holds
lower and upper bounds of the block.

Note that the above does not make any assumption about the network masks being con-
strained by byte boundaries. It can thus represent in the same framework the subnetting
within a "network (number)” that often happens within an organization.

This scheme does lead to some granularity in the otherwise flat [P-number space.
Further, the granularity is significant as it may be used to identify the administrator of
the block - a service provider or a domain manager. E.g. it fits well into the scheme of
aggregating networks for routing purposes as has been proposed in [50].

The object delegatedBlock is of the form:

delegatedBlock OBJECT CLASS
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SUBCLASS of AssignedNumberClass
MUST CONTAIN {
lowerBound :: IPStringSyntax,
/* smallest TP address belonging to the
block, e.g. 195.100.0.0 */
upperBound :: IPStringSyntax
/* highest IP address belonging to the
block, e.g. 195.103.255.255 */

The attribute relNwElement (inherited from AssignedNumberClass) can point to a

networklmage covering all networks within the block.

2.3.6 IP Group object

This object provides information for an IP network number. Similar to delegatedBlock,
an IP group summarizes a block of IP numbers. However, in this case the connection to
"real” IP networks is emphasized. If an organisation has a conventional class-B-network
number, then the IP group object for this class-B number will refer to this organisation’s
network. Regardless of the actual value of x, IP group objects may exist for [P numbers
x.0.0.0, x.y.0.0 and x.y.z.0. This approach includes ”classical” class-A, -B and -C network
addresses as well as subnetworking for classes A and B.

The IP group object is a subclass of assignedNumberClass. The attribute relNwElement

points to an ipNetworkImage.

ipGroup OBJECT CLASS
SUBCLASS of AssignedNumberClass
MUST CONTAIN {
ipGroupName : [PStringSyntax,
/* common name; x.0.0.0 or x.y.0.0 or x.y.z.0
where x, y, z in {1..255} */
ipNwMask :: IPStringSyntax
/* mask that applies to all numbers
within the group; used to define
classless networking; */

2.3.7 1IP Reference object

There is one IP reference object for each IP address. The purpose of this object is to

e tell that this IP number is already assigned to a node
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e give a pointer to a ipNodelmageObject

The IP reference object is a subclass of assignedNumberClass. The attribute relNwEle-

ment points to an ipNodelmage.

ipRef OBJECT CLASS
SUBCLASS of AssignedNumberClass
MUST CONTAIN }
ipReferenceName : IPString

/* common name; value is always
the TP address */

2.3.8 IPString Syntax

A new attribute Syntax has been introduced for several attributes related to IP num-

bers. This syntax is defined below:

ipStringSyntax ATTRIBUTE SYNTAX
SEQUENCE OF
{ BYTE,
SEPARATOR,
BYTE,
SEPARATOR,
BYTE,
SEPARATOR,
BYTE

}
MATCHES FOR EQUALITY ORDERING

with:

SEPARATOR =/
BYTE := [0..255]

This syntax is used for IP number matching. More important than equality matching
(which could have been done with CaselgnoreString as well) is ordering IP numbers.
More-less-relations have to be resolved in searches correctly.

As an example, let

IP1 :=1.2.0.0
IP2 :=1.10.30.0
IP3 :=1.4.255.8.
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The following inequality has to be true:

IP1 <IP3<IP2

As a preliminary approach, implemetations can use CaselgnoreStringSyntax if BYTE
is always expressed in 3 digits, e.g.

IP1 := 001.002.000.000
IP2 := 001.010.030.000
IP3 := 001.004.255.008

will give the relation correctly even with CaselgnoreStringSyntax rules.

2.3.9 Position of new objects in the DIT

It has been mentioned several times before that the X.500 Directory is organised in a
tree structure. Some rules, known as the Directory schema, prevent entries from being
'misplaced’ in the tree. These rules define what object classes can build subordinate
entries to other object classes. For example, organizationalUnit can be subordinate to
organization but not the other way around.

With the definition of new object classes the need to define a proper position for them

within the Directory Information Tree (DIT) arose. A proposal is outlined below.

2.3.10 Networks in the DIT

Information about networks usually will be contained in the DIT as subordinate of
the organisation maintaining the network. The network model gets mapped into a tree
structure for network elements. There is one network object giving general descriptions of
the network. Subordinates of this network object are node objects for each node element
present in the network. Node objects hold port objects as subordinates. A network can
be physically or logically subdivided into several (sub)networks. In this case, a network
entry will have network objects as subordinates which again build the same structure.
These entries may be kept as subordinates of organizationalUnit entries as well, with
pointers from the "root” network.

This structure holds for physical and logical elements. Physical elements are named
network, node and port, and logical elements are named networkImage, nodeImage and

portImage.

2.3.11 IP namespace in the DIT

The new objects introduced in subsection 2.3.4 build a single tree in the Directory. It is

suggested that this tree will have a root of type organizationalUnit within @o=Internet.
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objectClass= organizationallUnit
organizationalUnitName= IP networks
description= root of IP number tree

The tree is built under an administrative and an implementational view. Nowadays,
network numbers usually are assigned to organizations by (national) Network Information
Centers (NIC) which themselves have got a block of IP network numbers assigned from
another authority (e.g. TANA at top level). This concept of delegated blocks falling apart
in smaller delegated blocks and IP network numbers is used to model the Directory tree.
Thus, an ipGroup object is always subordinate of a delegated block object (namely the
delegated block including this IP number).

O 2.5: Part of the DIT with network and IP namespace objects

Network numbers that were directly assigned by a top-level authority, i.e. have not
been object of a delegation to a local assigning authority, will all be at one level in
the Directory. Already today, however, we find many delegations within the traditional
class A-, B- and C-addresses. Such a delegation is represented by a delegated block
object, having the assigned IP network numbers as subordinates. Also, part of the block
can be further delegated to another authority, leading to another delegated block object
within the parent delegated block’s tree. Usually, subordinates of ipGroup objects are
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ipReferences, i.e. single [P addresses as assigned to nodes.

To support subnetworking, it is also allowed to divid ipGroups into several subnetwork
ipGroups, representing each an IP subnetwork. In such a case, subnetwork numbers are
given as subordinates to the assigned IP network number. Network masks clarify what

the subnetwork addresses.

ou=IP networks

dbl=0.0.0.0-255.255.255.255

e

ipG=35.0.0.0 dbl=150.1.0.0-150.100.255.255 dbl=193.0.0.0-
(ff000000) 193.255.255.255
|
inG=35 ipG=150.80.0.0 ipG=150.100.0.0
Givoe;  (fif0000) (FF£10000)

/\ ipG=193.1.4.0
(ffff00)
ipG=150.80.160  ipG=150.80.240.0
(FFFFFO0) (FffFfe00)

O 2.6: Example population of IP namespace tree according to delegation and subnet-

working.

2.4 Bootstrapping, Operation & Maintenance

The startup, operation and maintenance of the proposed directory services is a very
complex task and deserves careful consideration. In the following, some of the strategies

adopted are described.

2.4.1 Bootstrapping

Populating the directory is possibly one of the most challenging tasks. It has become
more difficult as the network services are already registered and in place. Asking for ad-
ditional information about network configuration etc. is not a very pragmatic solution.
However, fortunately enough one does not have to start from the scratch in gathering
information. There are already pools of data available e.g. the network registry, various
NICs, the DNS ... . Tools were developed /employed to make it easier for administrators

to cooperate in the task of populating the directory. e.g. configuration information was
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extracted, on a smaller/local scale using discovery mechanisms [51], whitepages informa-

tion was extracted from existing user registration databases.

2.4.2 Operation & Maintenance

The distributed directory poses some special problems due its nature which distributes
control and maintenance. The various parts of the directory which are under separate
administration do interact. Moreover even within the same administrative domain the
different components do interact. For example the "network manager” attribute of a
network in the network component of the directory will in general point to a ”person”
entry in the whitepages component. The "manager Person” may relinquished hia/her
job at the organization leaving the "network manager” pointer dangling in the air. Tools
are necessary to periodically verify the integrity of the database. And this is necessarily
a cooperative task which essentially depends on collaborative effort.

The aspect of reliability is another problem area. Some providers donot quite like the
idea of having to rely on the services of another DSA to provide it with information.
This leads to a tendency of information duplication that runs against the principle of the
design and adds to the problems of maintaining data integrity. The compromise in this
aspect has been struck by duplicating the minimal set of information at the preferred

DSA and periodically checking the consistency/correctness of the duplicated data.

2.5 Applications

= As can be expected a whole range of ap-
% plications are coming up based on the in-
frastructural information provided. The

Soft Pages ConMan w’:):)%rt

annotated network map is finding diverse

\ / applications ranging from finding docu-

ments from their cheapest source to sug-

e i k\\\ . .

gesting alternate paths in case of prob-
' .-Persons | . .

C lems and also replying queries about
A Network Map ,,'

N (X.500 Directory) _-

managers/point-of- contacts of networks.

Some of the projects are briefly described

FiG.4 below.

2.5.1 SoftPages[SPP]

The Soft Pages Project [52] started with the wish to reduce ftp traffic on crowded
overseas links and national backbones. The basic idea is to query for files always on

filestores that are nearest/cheapest to the users site. For that purpose, it is necessary to
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evaluate distance/cost between the users host and possible servers. Also, it is necessary
to search the contents of the servers.

SoftPages makes use of the network infrastructure information concerning network
configuration, location of servers and their contents, the links and their charges, ... as is
described in this document. SoftPages has in fact been the test bed for the ideas in this

scheme. A detailed discussion of the SoftPages Project is given in chapter 3

2.5.2 NIC services

The proposed scheme supports the framework to provide information similar to the
"whois” database of Network Information centers (NICs). It is obvious that the service
based on X.500 is much more powerful due to the global and distributed database and
the connection to White Pages information.

Presently, an experimental user agent using an e-mail interface based on a development
by University of Michigan is operational. Upon a request for a person, an organization,
a network, a node or an IP number, the answer is sent back by e-mail. This mail
responder is using the extended X.500 database of our pilot Directory to resolve queries.

For implementation details please refer to section 4.1.2.2.

2.5.3 ConMan

Given the mesh-type connectivity
of networks, it is very important
to have a clear picture about the
connections; for example, A-net has

potential conectivity to D-net via

D-NET multiple routes. The topological

@ map of the network is useful; to

find alternate paths in case of fail-
@ __ ure, to know the transit policy of
the provider on the alternate path,
to know the point of contact for the
FIG.6 provider. Needless to say the map
can be used to detect non-otimal
routes and to evaluate the quality
of the connectivity in terms of re-

dundancy.
A project for Configuration Management [53] involving route,traffic, policy, .. man-

agement, using the proposed framework,is presently ongoing, as a collaborative effort
among AIC, Tohoku University and the WIDE Internet, Japan. The global map for the
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Japan Internet has been generated. The lower level details for organizational networks
have been filled in depending on availability. The primary source of information was the
NICs followed by network administrators. The project essentially envisages ”intelligent
management” where network configuration information supplements other management
information. The maps are displayed for design/administration/planning. It also an-
swers queries about contact persons /administrators, and suggests bypass routes in case

of problems.
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The SoftPages Project

3.1 Introduction

There are a huge number of filestores in the Internet. Sharing software, documents,
and other kind of information by copying files from and to these filestores is a major
application of the network. Some studies reveal that ftp data packets take as much as 75
% of the amount of data being transferred through the Internet.

We believe this huge amount of traffic can be reduced when users are supported with
better tools taking care of network configuration.

The Soft Pages Project consists of two parts, which are both needed to provide help for
efficient and network optimized file retrieval. One part is the storage and use of network
connection properties and the other is the representation of contents of fileservers in the

Directory.

3.1.1 Locating files

Filestores in the context of this paper are databases for files, regardless what these files
contain and whether a set of files has a special meaning for itself or not. Most of these
filestores actually are anonymous ftp servers which can be accessed by everyone using the
ftp protocol.

In order to obtain a certain file, users have to know its name, path in a filestore and the
network address of this filestore. There are several tools helping users to locate files, some
of them being explaned below. An additional method - the representation of filenames
in the X.500 Directory - is presented in a later subsection of this paper.

Most anonymous ftp-servers hold a summary of the directory structure in the form of
a "Is-IR” text file. A filename can be found by locally searching or browsing this file
(after it is retrieved from the server). Once the location of the file within the fileserver’s
directory structure is known the actual retrieval (ftp) can be started. If someone does
not know whether the desired file is stored at a fileserver at all, he/she has to copy Is-IR

files from several fileservers and search them until the filename is found, eventually.

229
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That method is very costly and inefficient with respect to time and bandwidth. A step
toward improving the behaviour was to hold Is-1R files from several fileservers at ”central”
servers. By that way, users could access more information within one ftp-session and
learnt about the most important fileservers of a country, for example.

Archie does exactly this summarizing of fileserver contents info and provides an user
interface for searches [54]. There are a couple of archie servers which each maintains a
centralized database for registered ftp sites. The problem is that not all ftp sites are
registered with every archie server. Thus, no global database exists. Furthermore, archie
can not answer the connection property question.

Another concept of maintaining centralized databases is WAIS [55]. Each database
can be searched for keywords and document retrieval is integrated. While searching
capabilities are more powerful than that of archie (archie can not search file contents,
only file names), queries are restricted to documents/files stored at the specified WAIS
server. There is no interaction between servers and databases. Recently, a new WAIS
database went into operation containing ftp site information. While this "readmes”-
database is supposed to hold global information it still remains on the user to decide
which ftp site to connect to.

The World Wide Web concept [56] hides document location and retrieval method com-
pletley from the user. However, search remains restricted to registered documents.

X.500 Directory can provide a non-centralized, global database for contents of anony-
mous ftp sites and other documents. Files are represented by a handle in the Directory.
While file contents are not stored in the Directory there is no problem in holding addi-

tional description for each file.

3.1.2 Optimizing file retrieval

A lot of files exist in several copies, i.e. on several filestores throughout the world. That
leads to a variety of retrieval possibilities for one and the same file. Some file discovery
tools will list several sources to retrieve a file with a certain filename from.

As a result of the fascinating global reachability we have today, files principally can
be picked up nearly everywhere and transferred to the user’s machine. However, global
reachability does not mean that there are no differences between connections. As a
matter of fact, some international trunk routes are very crowded and cause a considerable
decrease of transfer rate. As a result file retrieval will show different behaviour for different
locations of contacted sites. Common sense tells us to keep network load as low as possible
especially for exposed lines.

While there is no choice to alter use of trunk lines for remote login on dedicated servers,
we generally do have the choice to retrieve a document from one of several filestore sites.

The problem of finding information thus is extended to finding the particular file on a
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site which has the best retrieval characteristics.

As far as we know, no approach has been mentioned to offer an integrated solution to
the choice problem, yet. Our proposal will be outlined in subsection 3.2.

In order to provide an integrated solution for filename-lookups, the need for a global file
directory was felt. As outlined in subsection 3.3, such a directory should be distributed
for management reasons. A very simple implementation based on X.500 is proposed in

the remainder.

3.2 Using network properties

Proceeding on the assumption that retrieval of a file is possible from several sources,
we want to reduce network traffic by a sensible selection of the filestore which actually
will be used for retrieval. There are many criteria speaking for or against a particular
choice among a given set of alternate servers and users should be guided in the selection
process.

The basic idea behind SoftPages is to evaluate fileservers from the user’s point of view,
taking care of technical and political network parameters. To simplify comparison, each
fileserver (i.e. the connection between the user’s site and the fileserver’s site) is attached
a related cost index. Connections with a low cost index will be favored for file transfers.

The calculation of this cost index is explained below.

3.2.1 Network configuration information

In order to compare network connections we need a database providing us with the
necessary information about network links and their properties. Pieces of this information
exist here and there, but there is no comprehensive and global database covering Internet
links available to the public yet.

A method to store network configuration information in the X.500 Directory is pre-
sented in 2.1.3. We hope to see this method employed in the near future and base further
discussion on it.

In the proposal mentioned above, the global network is modelled as a number of smaller
networks interconnected by gateways. Traffic going from one host to another has to pass
at least one network. In case the hosts do not belong to the same network, one or more
gateways and possibly transit networks will be involved. Following the route data packets
take, we can name the networks that are passed.

For each of these networks related attributes can be obtained from the database. At-
tributes contain, but are not limited to, speed, average traffic, charge, and accepted usage

policy.
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3.2.2 Cost calculation

The Internet community is still living in a time where network connections are free
for the single user in most cases. Economically speaking, response time is in most cases
the only criteria for remote login, and so is transfer time for file transfer from remote
sites. Therefore, users are basically only concerned about connection properties when
they realize a long delay. We believe that this will change, however, when the Internet
becomes more and more commercial and real accounting starts.

In both cases, awareness for the way network packets take will help reducing time
and /or money expenses. But not only users are concerned about network connections.
System administrators try to keep traffic on dedicated external links of their sites as low
as possible to avoid congestion for important applications.

Usually users cannot choose between different ways if they open a network connec-
tion between host A and host B. System administrators might have some control about
outgoing routes, but cannot influence much either.

So while this cannot be changed, we are in a better position concerning anonymous
filetransfer. Users in most cases have the choice connecting to host B or C or D when
looking for a certtain file. With the cost calculation given below, a help is provided for
users and system administrators to take a reasonable choice.

For easy comparison, we calculate a single parameter called cost from all network
properties of concern for each connection. The higher this cost parameter (or cost index)
is, the more ”expensive” it is to use the connection. Expensive in this case does not
necesarily mean that one has to pay a lot of money, it rather expresses in an abstract
way expenses for resources like bandwidth, time, etc.

These resources will be of different value for different users. Therefore it seems to be
difficult if not impossible to find a formula to calculate the cost index for everybody
and all purposes.

We are aware that the following is a very first approach only. Experiments will show
what other input parameters are of importance and how these parameters should be

weighted against each other.
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Parameter values are read from the network database and represent:

speed - the bandwidth (in kbps) theoretically available in a network

traffic - the average use (as percentage) of this network, thus telling something about

congestion

charge - monetary units (as abstract integer number) to be paid for the transmission
of one packet; this should be used to express relationship between several charges
rather than absolut amount of money (not to speak of currency, exchange rates,
etc.)

priority - sometimes system administrators want to keep certain connections free for
important traffic like mails. They can do this by increasing the priority (integer

value) of the network connection in comparison to another.
Cost is calculated as follows:

cost = f(speed,traf fic,charge, priority)
cost = a x (1/speed) + bxtraf fic + ¢ x charge + d * priority

whereas the weights a, b, ¢, d can be chosen freely by the administrator of a site. This
way an individual evaluation is possible. For some sites speed has a higher weight than
charge, for others it may be the other way around.

With the formula given above, a cost index can be calculated for one network connec-
tion. If traffic has to pass several networks, their cost indexes will be added to an overall
cost index for the end-to-end connection. Thus, the number of network hops goes into

the cost index, too.

COSlend—to—end = Z cost;
i=1
Now, if a user at site A has the choice to connect to one of the sites B, C, and D, the
cost indexes cost(A-B), cost(A-C), cost(A-D) easily can be compared and the site with

the lowest cost index chosen.

3.3 Representing Documents

For anonymous filetransfer, the above mentioned strategy to select low-cost fileserver
sites to connect to can be used in combination with a variety of file-discovery tools. A

possible scenario is the combination of archie ([54]) and cost-based site selection. Archie
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0 3.1: Sample network with costs

returns the names of all fileservers holding a copy of the file wanted. One could process
these fileserver names in order to determine to best. However, archie as a centralized
database has some disadvantages, like data maintanence and scalability.

Lots of work has been done by several groups ([57], [58], [59], [60]) to represent doc-
uments in the X.500 Directory. The main advantages of this approach are distributed
management of data and no limitation for the number of document repositories that are
registered. File repositories and files can be considered as a special kind of document
repositories and documents, respectively, in a broader sense. Therefore, considerations
done for documents can be used for files and their repositories as discussed below.

We decided to use the Directory for file-discovery for several reasons.

e Distributed management of data will become more and more important as the net-
work is further growing. File representation in the Directory is based on and en-

courages distributed management.

e Holding network connectivity and file repository data in one database (namely the
X.500 Directory database) allows building a homogenous user agent with DUA func-

tionality.

e Populating the Directory tree with fileserver information will promote X.500 usage

for other purposes too, thus encouraging more data input and better mainanence.

e To our knowledge no large-scale implementation has been done yet (apart from

a small subsection under @o=Internet@ou=FTP archives). Therefore gathering
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operational experience was a goal.

There is no standardized set of information attributes which should be provided for a
document yet. Libraries use title, author, publisher, keywords, and so on for books and
the like as search index. The need for universal document identifiers has been addressed
in [61].

However, in the special case of "everyday ftp” search functions using keywords are not
provided and users are supposed to know what they are looking for. There is no doubt
that information description would be useful but this is beyond the scope of this paper.
Our starting point is that many users already know the name and/or directory of the
file they want to copy. They only need the address of the ftp site holding the file and a
complete pathname.

Being aware of more complex data structures being modelled, we intentionally choose
a very simple definition for filestores and files to get things started. These definitions are
likely to become part of a more comprehensive definition for documents later.

Two new object classes are defined for fileserver and file, respectively:

fileServer OBJECT CLASS
SUBCLASS of FileStoreObject
MUST CONTAIN
{
fileServerName : CaselgnoreString
— e.g. hostname

}
MAY CONTAIN

{
fsAddress : TA5String,
— within the addressing scheme, e.g. IP number
fsUserid : CaselgnoreString,
— login ID for anonymous access
fsUserPassword : CaselgnoreString,
— password for anonymous access
fsManager : DN
— reference to Directory entry of
— maintainer of fileserver

file OBJECT CLASS
SUBCLASS of FileStoreObject
MUST CONTAIN
{

fileName : CaseExactString
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— complete filename as registered with fileserver

}
MAY CONTAIN

{

fileInformation : CaselgnoreString,
— additional information about file like:
— size, date, owner, access rights
—e.g. in Is -1 format
fileType : CaselgnoreString
— identifier for type of file,
— either file suffix (.txt, .com, etc.)
— or descriptive (tex, ascii, binary, etc.)

Both object classes are subclasses of FileStoreObject, which is used to inherit common

attributes and to put things in a better way in the DIT.

FileStoreObject OBJECT CLASS
SUBCLASS of top
MAY CONTAIN

{

description,

}

3.4 Information Processing

So far SoftPages components have been described. The databases for network con-
figuration and file repositories provide all necessary information for cost-sensitive file
retrieval. However, a dedicated user agent (Fig. 3.2) should be built hiding the necessary
processing.

In principle, processing should go along this road:

First, a set of fileservers is chosen. This set contains all servers that will be considered
for a filename search. It is possible to generate such a set from the Directory by searching
within a certain scope (e.g. ”all file servers in Japan”). By this way, all fileservers within
a certain region can be covered as these will most likely be the ones with the lowest cost
index. But an user can also generate his own set of fileservers and thus include some
remote sites that might resolve his questions. Theoretically it would possible to include
"all fileservers in the world” in that list. Information about the fileserver set could be
held in a text file, thereby easily to be edited by the user.

Next, according to the connection parameter preference the user has set (speed, charge,

etc.) all fileservers of the above mentioned set are evaluated. This evaluation for cost
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User DAP + _ network config
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Agent \ - fileserver content

O 3.2: SoftPages user agent

index will create a sorted list of fileservers. Generelly, Directory file enquiries go along
this sorted list, starting with the fileserver that has the lowest cost index. If no file name
match can be found, the search goes on to the next fileserver (with the next higher cost
index). This process will continue until a file matching the search pattern has been found

or information for all fileservers has been scanned unsuccessfully.
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Directory mini-pilot for Network

Management

4.1 Experimental set-up

The proposals and ideas presented in the previous chapters are related to the X.500
Directory. Consequently, experiments with the Directory have been carried out in order
to prove the applicability of our proposals. The X.500 Directory consists of Directory
System Agents (DSAs) holding the database and Directory User Agents (DUAs) querying
the database by binding to DSAs. As we have extended the set of object class and
attributes type definitions beyond a predefined set, changes had to be made in DSAs as
well as DUAs.

4.1.1 DSAs

It was decided that experiments should not be carried out on Directory System Agents
(DSA) that are connected to the global Directory. Therefore, a mini-pilot Directory
"world” had to be set up. This would have been possible with one DSA only. To gather
operational experience with a distributed Directory, however, our pilot includes three
DSAs.

While DSA Sazae was configured as root master and master for the country Japan, the
other two DSAs look very much like real level-2-DSAs. This was done to be prepared for
an easy connection of these level-2-DSAs to the global Directory at a later stage of the

experiment.

All DSAs run with an extended OID-table. This table includes objects and attributes
as defined in the theoretical chapter.

Operational basis for all experiments are UNIX workstations (Sun Sparc 4/2 with
SunOS 4.1.1/4.1.2) which have to do more jobs than just running the DSAs.

238
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[0 4.1: Pilot Directory configuration

4.1.2 DUAs
4.1.2.1 Feed of NIC data to X.500

One of the objectives for representing network information in the Directory was sup-
porting NICs in administering IP network information. To get the project started with
real life data, we built a filter converting present whois records to newly defined X.500
objects. The translation used by that filter is shown in tables 4.1 and 4.2.

whois X.500

Network Information | ipNetworklmage

Domain Information | domainComponent

Personal Information | pilotPerson

none organization
(none) g

(none) organizationalUnit
(none) ipGroup

O 4.1: whois records — X.500 objects

It turned out that this translation could not fully be automated. A reason was inconsis-

tent entries in the whois database for organizations and divisions. In many cases slighty
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whois X.500

Network Name ipNwName

Network Number ipNwNumber

Domain Name domainName

Technical Contact technContact
Administrative Contact | adminContact
Description description
Organisation organizationName
Division organizationalUnitName
Address postalAddress

TEL telephoneNumber

FAX facsimileNumber

E-Mail mail

Last, First surname / commonName
Internet Nameserver secondaryNameserver
Domestic Nameserver primaryNameserver

O 4.2: whois attributes — X.500 attributes

different names were used in different records to refer to one and the same object. This
had to be fixed manually in order to build a White Pages Directory tree for all entries of
organizations, organizationalUnits, and persons. It was necessary to create many
new objects of the mentioned classes, as the Directory tree for Japan was not yet popu-
lated to this extent. There was, however, no problem adding the newly defined network
related objects in the Directory.

Networks in Japan have been assigned 22 delegated blocks and many more single net-
work numbers. First we entered all delegated blocks, as this kind of information helps the
NIC most (It actually turned out that nobody there really could tell us what blocks were
assigned to Japan, thus showing that there is no database holding this information now.).
From the total of 1993 registered IP networks (i.e. class-B and class-C network num-
bers), we selected a part for experimental transformation and addition. To go with the
concept of delegated blocks, we choose IP numbers from the block 133.1.0.0-133.254.0.0
for addition. The numbers of X.500 objects resulting from this addition are given in table
4.3.

While organization, organizationalUnit, pilotPerson , and IPnetworks were
added to the White Pages namespace tree (below @c=JP and @c=JPQo=. . ., resp.), del-
egatedBlocks and IPgroups went to one subtree named @c=JPQo=IP networks for the

experiment. This subtree is supposed to be shifted to
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X.500 object number
organization 194
organizationalUnit 247
pilotPerson 429
[Pnetwork 228
IPgroup 228

O 4.3: Number of converted entries for IP networks 133.1-133.254

@o=Internet@ou=IP networks later.

4.1.2.2 X.500 based whois responder

We wanted to provide an easy-to-use interface to data in our pilot X.500 Directory.
As long as the pilot is not connected to the global Directory space, users explicity have
to know the presentation address of one of the pilot DSAs. Usually, every DUA binds
to a default (near) DSA, queries are sent to other DSAs from there, and users do not
even have to know what a presentation address is. For similar simplicity in using our
data, we decided to modify and use an e-mail-responder. Such a responder has been
developed at University of Michigan and code is freely available. When e-mail is sent to
a dedicated address, a response program is invoked. This program processes the input
e-mail (looking for keywords specifying the operation wanted to be done by the user),
acts as DUA when sending the operation to a DSA, and pastes the result from the DSA

into an answer e-mail to the originator.

Furthermore, some processing can be done in that responder program. A typical case
is resolving of X.500 references. When a user asks for information about a network, the
DSA will return only the object for this network, containing references to administrative
persons rather than detailed information about these persons. The responder program, in
turn, can take these references and ask the DSA to send the specified objects. Thus, the
user will get back not only information about the network itself, but also about closely

related objects, like managers, organisation the network belongs to, etc.

To use the e-mail responder for experimental X.500 network information, send an e-
mail to x500-query@aic-wide.aic.co.jp with the word help in Subject: or body of
the mail. Figures 4.2 to 4.6 show a few examples of queries answered by this e-mail

responder.
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From: Directory Query Process <X500-Query@aic-wide.aic.co.jp>
Subject: you asked "help"

Welcome to the Experimental X.500 Email Network Query Service!
How to use this service:
By sending electronic mail to the address:

x500-queryQ@aic-wide.aic.co. jp
you can access the Network X.500 Directory. This Directory contains
information about most networks in Japan, their addresses, contact
persons, file server repositories, and more.
Please note: The experimental Directory is not yet connected to the global
Directory. Therefore you cannot retrieve information about countries or
entries which might be defined in the global Directory but are missing in

this experimental Directory.

To query the service, send a piece of email to this address with one
of the following commands in the ’Subject:’ field or mail-body:

help

find person XXX
find org XXX
find organization xxx
find nw XXX
find network XXX
find IP XXX
find handle XXX
list nw XXX
list network XXX

In all cases xxx should be replaced with the name or identifier of the
object you are looking for.

The ’find’ command will show you all objects that match the string
supplied by you with respect to the objectclass (i.e. person,
organization, network, etc.).

The ’list’ command rather gives a view of all elements that belong to a
certain hierarchy. For example a ’list network’ command returns all
elements that belong to the network in question.

You can use wildcards (’*’) when specifying the object identifier. If you

do not use wildcards, an exact search and an approximate search are
carried out.

0 4.2: X.500 e-mail responder: help message
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From: Directory Query Process <X500-QueryQ@aic-wide.aic.co.jp>
Subject: you asked "find ip 150.80"

Resolution of IP number:

Delegated Block: 150.001.000.000-150.100.255.255
assigned from (X.500 handle): (null)
assigned to (X.500 handle): o=NIC, c=JP

IP network address: 150.080.000.000
IP network mask: ffff0000
assigned to (X.500 handle): o=AIC Systems Laboratories, c=JP
related IP network (X.500 handle):
IPnw=AIC-NET1, o=AIC Systems Laboratories, c=JP
External gateway (X.500 handle):
IPnd=ss2, IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP
External gateway (X.500 handle):
IPnd=hotaru, IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP
Technical Contact Person (X.500 handle):
cn=Shuji Sasaki, ou=Network Management Lab.,
ou=Research and Development, o=AIC Systems Laboratories,
c=JP
Administrative Contact Person (X.500 handle):
cn=Kenichi Higuchi, ou=Network Management Lab.,
ou=Research and Development, o=AIC Systems Laboratories,
¢=JP

O 4.3: X.500 e-mail responder: find an IP network address
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From: Directory Query Process <X500-Query@aic-wide.aic.co.jp>
Subject: you asked "find ip 150.80.254.1"

Resolution of IP number:

Delegated Block: 150.001.000.000-150.100.255.255
assigned from (X.500 handle): (null)
assigned to (X.500 handle): o=NIC, c¢=JP

IP network address: 150.080.000.000
IP network mask: ffff0000
assigned to (X.500 handle): o=AIC Systems Laboratories, c=JP
related IP network (X.500 handle):
IPnw=AIC-NET1, o0=AIC Systems Laboratories, c=JP

IP host address: 150.080.254.001
related IP node (X.500 handle):
IPnd=bass, IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

IP host name: bass

IP host domain name: aic-wide.aic.co.jp

Technical Contact Person (X.500 handle):
cn=Glenn Mansfield, ou=Network Management Lab.,
ou=Research and Development, o=AIC Systems Laboratories,
c=JP

Administrative Contact Person (X.500 handle):
cn=Glenn Mansfield, ou=Network Management Lab.,
ou=Research and Development, o=AIC Systems Laboratories,
c=JP

Ports of this host:

Port name: le0

Port IP number: 150.80.16.1

Connected IP network (X.500 handle):
IPnw=2KEN-NET, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c¢=JP

Port name: lel

Port IP number: 150.80.254.1

Connected IP network (X.500 handle):
IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

0 4.4: X.500 e-mail responder: find an IP host address
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From: Directory Query Process <X500-Query@aic-wide.aic.co.jp>
Subject: you asked "list nw IPnw=AIC-NET1, o=AIC Systems Laboratories, c=JP"

IPnetwork 2KEN-NET
(X.500 handle for detailed search):
IPnw=2KEN-NET, IPnw=AIC-NET1, o0=AIC Systems Laboratories, c=JP

IP number / mask: 150.80.16.0 / fffff000

External IP-Gateway (X.500 handle):
IPnd=bass, IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

External IP-Gateway (X.500 handle):
IPnd=B2, IPnw=2KEN-NET, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

IPnetwork AIC composite
(X.500 handle for detailed search):
IPnw=AIC composite, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

IP number / mask: 150.80.0.0 / fff£ff000
External IP-Gateway (X.500 handle):
IPnd=B2, IPnw=2KEN-NET, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

IPnetwork AIC-WIDE-1
(X.500 handle for detailed search):
IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

IP number / mask: 150.80.240.0 / fffff000

External IP-Gateway (X.500 handle):
IPnd=ss2, IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c¢=JP

External IP-Gateway (X.500 handle):
IPnd=hotaru, IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

External IP-Gateway (X.500 handle):
IPnd=bass, IPnw=AIC-WIDE-1, IPnw=AIC-NET1,
0=AIC Systems Laboratories, c=JP

0 4.5: X.500 e-mail responder: list a network
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From: Directory Query Process <X500-QueryQ@aic-wide.aic.co.jp>

Subject: you asked "find person Thomas Johannsen'

Description of person:

Full name: Thomas Johannsen
E-mail address: thomas@aic.co. jp
Fax number: +81 22 279 3640

Business phone: +81 22 279 3310

X.500-ufn: Thomas Johannsen, Network Management Lab.,
Research and Development, AIC Systems Laboratories, JP

Works for:

Description of organization:
Organization Name: AIC Systems Laboratories

AIC
Locality: Sendai,
Street address: 6-6-3 Minami Yoshinari
Postal address: AIC Systems Laboratories
POB
Sendai, 989-32
Japan
Description: Communications Research and Development
phone: +81 022-279-3310
fax: +81 022-279-3640

General mail address: aic.co.]jp
Business Category: not-for-profit research

X.500-ufn:
AIC Systems Laboratories, JP

0 4.6: X.500 e-mail responder: find a person
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4.1.2.3 Functional interface using LDAP

With the help of function libraries for Directory calls new DUAs can be build. There is a
lightweight access available which has become known under the name LDAP (Lightweight
Directory Access Protocol, [62]). To make writing DUAs easier, we built on top of LDAP
a network access library, called nwlib. Thus, calling a limited number of special functions
is all one has to do to use the extended, X.500 based, database. A short description of
this library is given below.

Database initialization

Before you call the first read or write function you have to initialize database access.
Note: This is a one-time activity. You have to call this function only once at the beginning
of your program.

int x500_init(ldap host, user, password);

If you get LDAP_ERROR returned, the Directory bind failed for some reason. In that
case you cannot do any successful read or write operation.

When you are going to quit your program, you should unbind from the Directory. To
do this, call

void x500_exit();

Remember to call x500 init() next time you want to access the database.

Reading data

There are functions to

e list all networks, nodes and ports of the nodes which are immediate subordinates of

search base,
o list all networks that match a pattern,
e list all nodes that match a pattern,

e list all ports that match a pattern.

All of the read functions are available for physical and image objects. These functions
copy information from the Directory into lists of structures as defined in nwlib.h (pro-
vided with the library). Memory for list elements is allocated by library functions. You
should free the memory when you don’t need a list any longer.

int list network elements(nw.dn, nws, nds, pos)
char *nw_dn;
struct nw_list **nws;
struct nd_list **nds;

struct po_list **pos;

Input: nw.dn search base as user friendly distinguished name

nws address of pointer to list of networks
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nds address of pointer to list of nodes

pos address of pointer to list of ports

Output: exit status (LDAP_OK, LDAP_ERROR)
nws, nds and pos filled with pointers to lists.
NULL if list has no elements.

Writing data

Write access to the database is not yet supported. If you have the need to add or
modify entries, please contact spp-support@aic.co.jp.

Library usage

For compiling DUAs that use one of the nwlib-functions calls, one has to add the
following line to the C module:

#include (nwlib.h)

Furthermore, the Makefile should have the following entries:

NWINC = /home2/local/isode-8.0/include # path to nwlib.h
NWLIB = /home2/local/isode-8.0/1ib # path to nwlib.a
LDAPLIB = /home2/local/isode-8.0/1ib # path to libldap.a, liblber.a

INCLUDES = -I$(NWINC)
LIBS = -L$(NWLIB) -1nw -L$(LDAPINC) -1lldap -1llber

4.1.2.4 AIMS network map converter

Within the ConMan Project an intelligent network manager program has been devel-
oped (AIMS!). One module of this program package is reading network configuration
information from the X.500 Directory and processes it for displaying network maps on
the screen. Based on this configuration information configuration management tasks (like

checking routing tables, etc.) are carried out.

1© by AIC Systems Lab.
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0000 wnoc-snd.wide.ad.jp
wnoc-snd-ss2.wide.ad. jp
aic-wide.aic.co.jp

gopooooboboooboon

00000000000 0000 (murata@aic.co.jp)

U s51:0000000oboo0o

gobboogboobbogbbbbbobboobboouobbuoooboboobobon
googobobbbbboooobbbuooooooobooboooooboooboon
gbbobuogobbbbuggobbodoobobboooobboooood

goodgobbbobobooobboobbuoouobbobooobooooobo
gbggobbuobbouobuaboobbbuoboooobobobbboooboon
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gobouoooobdooobobbbdoodooooooboboboooouboboon
gbobbuoooboooubobbodooobbuoobuoooobbobbuoooon
bogbuoouggobooogobbobobbod
gobbdobouodboooooooobboboobobobbobboboboobo
ggdoguoobboggobbbuoooobbbbuoobuoooooobon

5.2 [0O0OOO

ggudgbgbubboodgboboouoobbbobobuoobboobooboooboo
gobbobbobobdoooobbboobobbboobobb

l.gbbuogoooobobbbboboooubboobdooboooobbboobooa
gobboboooboboboobobboon

2.000000000000000bbooooooobooobbooobobon
guogooon

3. 00 1020000000000000DO (DODULOOUOUDODODOOUDOD)
god

4. J0b0O0oooobod

gbboodguoodobbbbobubobobooobuoobobobbobobbob
gbooooogoooooboboooouoobboooooooobobooboboon
ggboogad

5.2.1 U0UOoOoboboooooobooadd

gooogoobbodgboobbodobbboooouboooooooboobbobn
gbbobdoobodbouooooobbobobooobn

L.ogbbbbuogobobbbbodoooboooobboago
2.0000000b00o00bobbbooaobon

. ubgboooooobuoobobbbuoodaod

gbobdob 1200000000000 000DDOODDbObD IPODOOODOO

gboodgouooooooobobuoodbbboobbouoooobobobobbouonon
guogobuoobbooboobooboobobobobbboo vuceph oo
gubodooboobobugogobbobuobbuoooooooobobobao
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gobodudbodgoooooboouoouuooooooobo20000b0bg
gubougogbbobbobuoguooobbboodoooobbbooooooboon
gbbobuogobooobobobobooobooobbbobbobouobboooobo
gboobgo

5.2.2 JUOOOODLOOOOOUOOO0OOO0OO

goggogbboodotogubooouobbooooboob bbb oboobon
Oo0o0(oooooo)ooooooUooUoooOoooUUooooooobOUoOoooo
0000 1ISO000000 D0 SGML(the Standard Generalized Markup Language)[63, 64]
goodoooon

goobooo SGMLOODbOOoOooooosGMLOOODbODOoooboooooboooon
OO0O0O0oooOooooIsoooUooosGMLOOOOOOOODOoOO (SGMLOO
O0000)00 520000000

e 00O ODOODODOODODDDODODOUOUODODOODOODDOODODO SGML
gdd

e JJIIDDODDODODOOOOO (DTD: Document Type Definition)O
e DITDUOUOOOUOLOOUOODODLDOOUOOODLDOOOOU

O30b0boboobooobooosGgMLObDbDoooooooo sGMLOonoooonO
obooboooboboobooo DIpboobobbboobbooboobbon
gooobooboobobobboooboobbboobuoooooobobobobooo
goobboboboooobboobuobobbooon
goobbbobuouodguooboobbobbbobooooubbobob 4000000
gooogo

0000000000 0000 (outagein)Od

e 10D OIOIOIDDOODDODOOO (outagede)d

O00000000000000 (outageup)d
e J0IIUIODOOOODOODO (outagequ)dd

gogbdgobobgogobooobbbbbobooooobobooobobooobooo
gbobobobboboodoobboobbooboi1obobbobuooooobbooon
gbobobubogogos3ibbuooubobbooogbbobuooobbobg
gbobooosGMLOOOoobooooooo sGMLOooobpTboooooooon
Doubobooodoobbuoodboooooboooobuooobon seGMLOobo oo
gbogodgbbobbboogbuouoooooboogg
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( SGMLO [ )

(ooooo D) )

(DDDDDDDD)

e v ™
SGMLO OO
0ooo0o0o00
000
0000000000
\ J

<!DOCTYPE outagein [
<!ENTITY % TEXT "#PCDATA" >
<!ELEMENT outagein - -

cause? & effect? &

<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
<!ELEMENT
1>

SGMLO O

sGMLOOOoOO00

0 5.2 SGMLOOO

(start & finish

& sysname & sysipadr? &

us3bobobdooobbbuooobobooodn

note? & author & org & email & tel? & fax7)>
start - 0 (4TEXT;)> <!'-- 00000000 -->
finish - 0 (4TEXT;)> <!'-- 00000000 -->
sysname - 0 (4TEXT;)> <<!'-- 0J000O000OOO0O -->
sysipadr - 0 (%TEXT;)> <!'-- JO00OO0O0OOOO IPOOODO
cause - 0 (YTEXT;)> <'-- 0000 -->
effect - 0 (4TEXT;)> <'--0O00O00OO00O0O =-->
note - 0 (TEXT;)> <'\--QO0O00O0O00O0O -->
author - 0 (4TEXT;)> <!'-- 000 -->
- 0 (4TEXT;)> <'-- OJOODOOOOO -->
email - 0 (4TEXT;)> <!-- 00000000OO0OO0OODO
- 0 (4TEXT;)> <'-- 0O00O0OODOOOOO -->
- 0 (ATEXT;)> <'-- 0J0O0OD0ODOOOFAXOO -->
0) <«\---->0J000000goobgn

-->

-—>



0 80 gboogoood 253

5.2.3 0UO4U4gg

Us4000dobooogbuooobbobooooobboobboboobod
gobon
O00000000cron D000 ODOOOO (DODODO100)0DDO0ODOODOO

OO0 PiOOOOOODOOOOOOOODOODODO

Ob P20 00000boobooobbobobobobooobobobobbooobong
gbuduooooobouogobbbboooobbuooooooobuooooboobon
gobdo

ob pP30P20000000OO0OOO0O SGMLOOO DTDOOOODO SGMLODOO
gooogn

o0 P40 P3O0 000000 SGMLOOOODOOOOO0OOOOOOOOOO DTDO
gggbboooooooubboboobbooooooooobbbbooboon
ggbodguoobbboodoooboboboobbbobon

OO0 P50PA000O0O0DOO0OOOOOOOODOOOODO(DOOOO 2400000
00000)000000000000 (D00DO00O0OO0O0OoOOoOO)oooo
gooooobobobooooboobbooobboboobobboboo sQLO
ooooooootd

OO0 PeD PS5OO0OOODO SQLUITOOODDOOO RDBOODOOOOOOOOOOOO
gboboobooboobbboooooboogo

5.3 00O

godgbboboooobbboooobbn
gboooobg1e9sn 40 12000000 bobobbobbbboobbooooobon
god

outagedb@wnoc-snd-ss2.wide.ad. jp

goon

gobbooboobobobooboooboobbuobbooooobooono
gboobobobobbboodguobboobooooboobboobbuoooboooo
gogbobbeutogooon

000 DBMSO POSTGRESOOODOOO0DOODOODOOD POSTQUELOOODOOODOODOOOO
gooooboobOoboboooobDooooooobooooboooobODDbOobObObOobOobDOobLOoDb O
Oo00oooboOoo0oDOoOoOoOoosQLuooooooooOooo
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gogooo

A

1992 00 WIDE 00O

P1

oobooogo

A

P2

goon

sGMLOOOoOoOoogno

gogoood

SGMLDO O
ggooog

B

P3

sGMLOODOO0O

SGMLO O

B

P4

sGMLOOOO

gooogo
gooood

b

PS5

gooooooon
sQLI O OOO0O

sQLD OO0

i

P6

goooo

A

RDBO O

0 54 00000

SGMLO O

DTD

uggn

uad
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gbodbooobobboobbobbbbodbd si1bobbobobgogssuogd
goboboobooobbbodooooooboooooooobbbobooaoon
gbgboooobbboodgo

udoooobboboo

gboboooogboobboobbobboobooboboo
gboooogoobooboooboobooooooooogog
<outagein>
<start> 4 1 9:00 1993
<finish> 4 1 12:00
<sysname> wnoc-snd.wide.ad.jp
wnoc-snd-ss2.wide.ad. jp
aic-wide.aic.co.jp
<cause> gboooooobobooob
effect> 0O0O0O0O0OD0ODOOOOODO
<author> 0O0O0OO

<org> O00000ooooo0 (aic.co.jp)
<email> murata@aic.co.jp
</outagein>

U b5 0ubuoobbougaobon

gobgoboobobboobbuobboboubuooooobobbbobboo

goodoobbbuoboobobbbbuoboobobobbooobbbooabao
gbbouoooobboouoooobboa

gbodooooobbbboboboooobbbobobboobbooouuoooog
and 0000000000 0OO0OOOO0ODO “xg0d0000oUg 000000 Dbod
gboobbbboudgbbooboobubobsebbimm1gee3d 40 100 10:00
Ooob0ooooobooobobn “wideadgp” 000 0OD0OO0OOO0OO0OOOOOOIOO
goboodobooooobobobos7bbbooobbooooooooboon

<outagequ>
<start> 4 1 10:00 1993
<sysname> wide.ad.jp
</outagequ>

g s6: 00booobbouoodaobn
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"Ogooooboboboborbbooobooobbobo
oboobobooobooobooboobobooooo

gooo:
<outagequ>
<start> 4 1 10:00 1993
<sysname> wide.ad.jp
</outagequ>

System: wnoc-snd.wide.ad.jp wnoc-snd-ss2.wide.ad.jp aic-wide.aic.co.jp
Date: Thu Apr 1 9:00 1993 --> Thu Apr 1 12:00 1993
Cause: UO0ODO0ODODOOODOOOO
Effect: UOUO0O0OO0OO0OO0OO0OO0OOOO
Author: 0O 0O0OO
Org: U0OOODOOOOOO (aic.co.jp)
Email: murata@aic.co.jp

Os570000000000000000

54 UUOOLOOUbOOoUboubooubd

gbgdooobobodbooooobobboooboobbboobobobboobobd

gboobobobbobboodobugbooogbbboboooooobbbooboon
gbobbbboooooobobbobboobooobobobobobbbbooogogo
ggboboobboouobobobbbbboobooobobbbbooooooan
goobobbobobboobobbooobbobobuooboobbobobboooon
gboboboboooooobboboboboogbbbobooooboobbooobon
gboooooboobb 200000

e D UUODLODODLODOOOODLDDDOUOOOODLDO

e WIDE O NOC(Network Operation Center) 00 0 O00000000000O00O0
gogoboobbuoobgobooooobboobogan

5.5 UULOOUOOOONO

ggobooboooobobbuoobdooddoodooobooobbobbboouooa
gogbbbooogobboooo

e 00D OD00ODDUODLOODOOUDLDLDODOODLDOODODLDDODDOIPODO
gobbobbooggbbobooobbon
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e OO OODOOOSIDODODOOSGMLOOOOOOOODOOO

O0000D0D0O0O00D000D0DOO0 perlO000O0D0ODOOOOOODBMSOO University
of Calfornia, Berkley 0 OO OO 0O POSTGRES O OSGML OO OOO SGML User’s
Group (SGMLUG) DD O0OO0OD0OD0OO0O0DOO0DOODO James Clark OO O0OOO

semls 1000000000000 DOOWIDEOOOOOOOOODOOOOOOO0000OO
goooogoood

e 000U DODODOOUOODOOOUDLDLDUODLDLDOLODOODLDbLDUOOLUObLOODLO
goobbooooboouogobboooooo

e OO UDOOODODOOO
e HOUUOOUOODLDODOODLDDOOO
e UOOOOLODUOOOOODLDO

goobbbdd
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JU: bbbt odouooodn

6.1 UO0OO0OOOOOOO

outagedb@wnoc-snd-ss2.wide.ad. jp

6.2 U0O0OOOOOOOOO

month day hour:min [year] []:000

month = 1,2, .. ,11,12 |
Jan,Feb,Mar,Apr,May,Jun,Jul, Aug,Sep,0ct,Nov,Dec
day = 1,2, .. ,30,31
hour = 0,1, .. ,22,23
min = 0,1, .. ,58,59
year = U0 (40)OUOUOOoooobooooooogooo

6.3 UUOOOOOOO

<outagein> 00000000 (OO)
<start> oooooooo @a)
<finish> oooooooo @a)
<sysname> L O OO0OOOOO (OO)
<sysipadr> 00000000 IPODO O
<cause> gogd
<effect> 0O0OODODOOO

<note> ooogoon

<author> 0O 0O0O (O0O)

<org> 0O0O0DOOO0 (OO0)

<email> ooooooooooooaa <od)
<tel> goooooooon

258
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<fax> OO0O0D0O0 rFAX00O
</outagein> UUODOODOOOO (OO)

6.4 ULUUOUOOOOOOOO

<outagede> [UODOOOODOODODO (ODO)
<regno> OOooOoDoooooo oo
<password> U DOODOOOOODDOO OO)

</outagede> O UODOODOODOO (ODO)

6.5 UUOOOOOONO

<outagequ> UOOOOOOO (ODO)
<start> gbooooaog
<finish> 0OO0O0O0OOO0
<sysname> U0 0O0ODOOMN
<sysipadr> U0U IPOO DO O
<cause> gbooooaog
<effect> UO0O0O0OODOOOOOODOOODOODO

<note> doddoooooooooooood
<author> ooooo

<org> gooo

<email> ooooooooonod

<tel> ogooooo

<fax> OO0 FAx0O0O

</outagequ> 00O O0OOOO (OO)

gbbogobobbbuooooooabbobbodgooo

6.6 LUUULOUOOoO

<outageup> UOOOOOOO (ODO)
<regno> gooboobooobooboo o)
<password> U0 OODDOODODOODODOOOOOO (DO)
<start> ooobooboobod
<finish> 0OOO0OOO0OOOOO
<sysname> U0 UIOOOOOOOOO
<sysipadr> UUOUODODOOOOOOO IPOOOO
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<cause> oogopoogg
<effect> ogooooooooo

<note> ooooooooon

<author> ogooood

<org> ooooooooooao

<email> dooooobodooooooonn
<tel> ooooooooooood
<fax> OoooobOooono Faxon

</outageup> O 0OOODODOOO (ODO)

gbogooboobbboibobiobooodgooboboo



