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0 50 A Role-Based Peer-to-Peer Apprach to
Application-Oriented Measurement

Platforms

Abstract

The importance of large-scale measurement
infrastructures for grasping the global state of the
Internet is recently strongly emphasized. How-
ever, a fundamental analysis of these infrastruc-
tures has not yet been conducted. In this report,
we highlight the formation of measurement net-
works and provide a first look at measurement
activities performed on those networks. We also
propose a scheme for constructing a measurement
network, which divides the measurement agent’s
roles into core agent and stub agent. This scheme
entails only simple adjustment for changing the
formation of the measurement network. Through
the transition from a centralized system to hybrid
and pure peer-to-peer networks, we visualize the
flow of measurement procedures and explore the
factors that have an influence on the overall per-

formance of measurement systems.

Key words: peer-to-peer network, network mea-

surement platform

5.1 Introduction

Large-scale network systems that include an
overlay network application and a distributed
computing environment have not yet fully suc-
ceeded in obtaining network characteristics on the
Internet. Network characteristics are necessary
information for sustaining and scaling the ser-
vices of these systems. For example, an IP level
topology and round trip time (RTT) information
between two nodes are used as the metrics of the
proximity among overlay nodes, and overlay net-
work applications perform their optimization pro-
cedures based on these metrics. However, due to
the complicated procedures of measurement and

data processing, network characteristics are not

44

yet widely utilized by the applications.

Given this situation, application-oriented mea-
surement services[97, 100, 187] have been appear-
ing. In these systems, measurement procedures
are typically packaged into one independent net-
work service, and applications need only issue
a request to the systems in order to obtain
network characteristics. Monitoring nodes are
located in multiple administrative domains, and
the systems manage and control them to obtain
the requested data. These systems have emerged
as a way for the applications to grasp the global
state of the Internet.

This tendency has also brought a radical shift in
the architecture of measurement systems. Tradi-
tional measurement infrastructures generally pre-
pare a central management plane. In such sys-
tems, respective monitoring nodes perform mea-
surement independently or according to the deci-
sion made by a central control plane. Then the
system aggregates collected data in the central
storage. This scheme worked well within the sta-
tistical observation of the Internet for mid-to-
long-term. In the case of application-oriented
measurement, measurement targets (e.g., nodes
and links) disperse widely and change dynami-
cally depending on the structure of application
networks. In addition, collecting a large num-
ber of network characteristics with one control
point causes a heavy load on specific nodes. For
these reasons, the architecture of measurement
systems has become more decentralized, and mea-
surement methodologies performed in a decentral-
ized manner have been studied. Some of these
measurement methodologies are called “coopera-
tive measurement,”[29, 38] in which a monitor-
ing node shares collected network characteristics
and/or communicates with other agents for more
efficient collection of network characteristics.

Though a variety of measurement systems has
been proposed, and these systems focus on the
sorts of network characteristics that they can col-
lect, their architectures are yet to be sufficiently

explored. = We do understand the superficial



indices, such as the capability and efficiency
of measurement methodologies, that are imple-
mented on the systems; however, we do not
know which aspects of the architectures bring
such results and how they influence actual deploy-
ment. This problem cannot be left unsolved
before a large-scale measurement service is widely
deployed, because such analysis could reveal fun-
damental drawbacks and advantages of the mea-
surement infrastructures.

In this report, we focus on the structure of
a measurement network as one aspect of the archi-
tecture. The measurement network is a net-
work in which measurement procedures are per-
formed and measurement-related information is
managed. One of the structures focused on is
a centralized structure, where a specific manage-
ment node manages all of the management infor-
mation and controls the other monitoring nodes.
Another is a pure peer-to-peer structure, where
all of the monitoring nodes take partial charge of
the management node’s tasks. Moreover, we pro-
pose a hybrid structure, where some of the nodes
work as management nodes and the others work as
ordinary monitoring nodes. We explain how the
respective measurement networks and the moni-
toring nodes in the networks actually work, and
we investigate their basic characteristics related
to their responsiveness and load distribution.

The rest of this report is organized as follows:
Section 5.2 describes measurement network mod-
els including a centralized model, a pure peer-to-
peer model and our proposed hybrid model. We
describe the experiment in Section 5.3, and in
Section 5.4, we look into the experimental results
and investigate the basic characteristics of the
respective measurement networks. Section 5.5
presents a discussion on application-oriented mea-
surement services and the formation of their net-
works, based on evaluation in the previous section.
We refer to related work in Section 5.6, and finally

conclude this report in Section 5.7.

W I D E

5.2 Measurement Network Models

In this section, we first define the components
of a measurement network and how they work
and interact with other entities. In Section 5.2.2,
we describe two existing models of measurement
networks — centralized and pure peer-to-peer
models. We also refer to a hybrid measurement
network model in the same section. Finally in
Section 5.2.3, we propose a methodology to allow
shifting a measurement network between these
models, and we describe its implementation on

an actual measurement system.

5.2.1 Components of the Measurement
Network

A measurement network is a network in which
measurement procedures are performed according
to predefined sequences. Here we define the enti-
ties that appear in a measurement network and
its operation.

The first entity is a “monitoring node,” which
performs measurement procedures in order to col-
lect network characteristics. The second entity is
a “management node,” which is responsible for
coordinating other entities so that the intended
measurement can be performed. For example, the
management node inspects and updates “manage-
ment information,” such as the list of monitor-
ing nodes, and commands some of the monitoring
nodes to perform measurement procedures. Col-
lectively, we call a system that is composed of
management information and management nodes
a “control plane.” A control plane is, so to
speak, an entity where decisions for measure-
ment procedures are made. “Control messages”
are exchanged among the monitoring and the
management nodes to achieve the intended mea-
surement features. The control messages include
a measurement command to the monitoring nodes
and the node list in the measurement network,
but do not contain the network traffic derived
from the measurement procedures themselves. We

note that one physical node may simultaneously
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Fig. 5.1. Components in the measurement network and relationships among them.

play the roles of both management and monitor-
ing. Figure 5.1 shows the relationship among the

entities described in this paragraph.

5.2.2 Three Types of Models

Existing measurement networks are categorized
mainly into two models — centralized and pure
peer-to-peer models. In the centralized model,
one management node or a cluster of replica nodes
manages all of the management information and
issues control messages to the monitoring nodes.
On the other hand, in the pure peer-to-peer
model, all of the nodes take the roles of both mon-
itoring and measurement. Therefore each node
has to maintain the measurement network and
has also to perform the necessary measurement
procedures. The merit of the centralized model
is that the responsibilities of the respective nodes
are clear, and it is easy to follow the sequence of
measurement operations. At the same time, a cen-
tral management node has to tolerate a heavy load
caused by all the management operations, other-
wise the measurement system will not function.
In the pure peer-to-peer model, we can distribute
such loads to all nodes; hence this model is con-
sidered appropriate for a large-scale measurement
system. However, a frequent change in the state
of the measurement network, such as nodes join-
ing and leaving, will result in poor stability of the
control plane. These trade-offs are also discussed
as a general problem existing between centralized
and peer-to-peer systems.

As a middle course between these models,

we now consider a hybrid measurement network

1 Available at http://www.n-tap.net/.
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model. In the hybrid model, management opera-
tions are divided among some management nodes,
while other nodes behave as monitoring nodes.
The difference between the hybrid model and the
centralized model is that, in the hybrid model,
multiple management nodes each perform a dif-
ferent management operation, whereas the man-
agement operations are not clearly divided in the
centralized model even if there are multiple man-
agement nodes. By adopting this model, we can
expect to moderate both the load concentration
and the instability of the measurement network,
which are the problems in the first two models.
This model is similar to that of the Kazaa[83] net-
work, in which stable nodes (called “super nodes”)
construct an overlay network in a peer-to-peer
manner, and ordinary nodes join the overlay net-

work through the super nodes.

5.2.3 N-TAP and its Extension

N-TAP'[101, 102] is a distributed measure-
ment infrastructure that provides an application-
oriented measurement service. In N-TAP, a pro-
gram called an “N-TAP agent” performs mea-
surement procedures. The N-TAP agents also
construct a pure peer-to-peer measurement net-
work (called the “N-TAP network”) that is based
on the technique of Chord[158]. In the con-
text of Section 5.2.1, the N-TAP agent corre-
sponds to a node that works as both a monitor-
ing node and a management node. The manage-
ment information in N-TAP is stored and shared
in a shared database that the N-TAP agents con-

struct upon their peer-to-peer network. Besides
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Centralized Hybrid (Bi-Layer) Pure Peer-to-Peer
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[] Core agent

QO stub agent

Fig. 5.2. Measurement network formations with the scheme of core and stub agents (N = 6, i = 3).

the nodes (agents) list being maintained in the
shared database as the management information,
collected network characteristics are also stored
in the same database so that the agents can
share them in cooperative measurement. The
N-TAP agents decide measurement tactics accord-
ing to the “local-first and remote-last” rule,
which improves the responsiveness to measure-
ment requests from applications. In order to cre-
ate a situation of a hybrid measurement network
on an actual measurement system, we made some
modifications on N-TAP.

The key idea of the extension to N-TAP is the
division of the agent’s roles into core agent and
stub agent. The core agent, which corresponds to
the management node, constructs the measure-
ment overlay network, called the N-TAP network,
as conventional agents did: it maintains its own
routing table in the Chord ring and stores some
of the shared data in a local database as a part
of the shared database. The core agent also per-
forms measurement as a monitoring node if nec-
essary. The stub agent, which is equivalent to
the monitoring node, does not perform the opera-
tions related to the construction of the N-TAP
network. For joining the N-TAP network, the
stub agent inserts its information in the shared
agent list so that other agents can find it. It per-
forms measurement only when a core agent sends
a request to it or when it knows that the mea-
surement procedures that are requested directly
from applications should be done by itself. In the
case that the stub agent needs to do the oper-
ations related to the N-TAP network, it sends

a request to one of core agents, and the core agent
responds to the request. For example, suppose
that a stub agent wants to find a core agent that
is responsible for a specified ID in the Chord ring
so as to retrieve a shared data entry that has this
ID; the stub agent asks a core agent to find the
responsible agent, and the core agent performs
the procedure of finding it. After the core agent
obtains a result, it sends the result to the stub
agent. In this way, even a stub agent, which does
not perform the management procedures for the
N-TAP network, can know the state of the N-TAP
network.

By adopting the scheme of core and stub agents,
we can also easily form the centralized and pure
peer-to-peer measurement networks. Figure 5.2
shows the transitions of measurement networks
according to the allocation of the respective num-
bers of core and stub agents. Now we have
N agents, and C' of N agents are assigned as core
agents; i.e., S (= N — C) agents are stub agents.
The N-TAP network where C' = 1 is equivalent to
a centralized measurement network because all of
the management information is concentrated in
one core agent. If we take the value of C' = N,
all of the agents are core agents; therefore the
N-TAP network in this situation is a pure peer-to-
peer network, which is same as the conventional
N-TAP network. Incaseof C' =4 (2<i< N —1),
we can regard the N-TAP network as the hybrid
measurement network.

As described in this section, we can now have
three types of measurement networks on the

actual measurement system. In the following
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sections, we investigate the basic characteristics

of these measurement networks.

5.3 Experiment

For this experiment, we used 128 homogeneous
nodes in StarBED[114], which is a large-scale net-
work experiment facility. Each node had an Intel
Pentium III 1GHz CPU, 512MB memory and
a 30 GB ATA hard drive. These nodes were con-
nected through 100 Mbps Ethernet links in the
same network. The Debian GNU/Linux operat-
ing system with the 2.6-series kernel was installed
on each node.

We had one N-TAP agent run on each node;
therefore we constructed a measurement network
with 128 agents (i.e., N = 128). An N-TAP
ID, which puts an agent in the Chord ring, was
randomly assigned to each agent with no over-
laps. The reason we chose random IDs was to
distribute the load derived from maintaining the
N-TAP network among the core agents in the
hybrid and pure peer-to-peer measurement net-
works. After the N-TAP network was constructed,
we ran a client program on one node that is in
the same experimental network and did not have
an agent. The program sequentially issued 2000
requests to one of the core agents for the RTT
information between two randomly chosen exper-
imental nodes. The program also issued the same
number of the requests to one of the stub agents if
the N-TAP network had stub agents. The request
messages were exchanged based on the XML-RPC
protocol between an agent and the client pro-
gram. We note that an N-TAP agent usually
tries to reuse RT'T data previously collected and
stored in the shared database if a client program
specifies the request on the freshness of the RTT
data. However, for simplicity in this experiment,
we forced the agents not to reuse the RTT data
but to perform the actual measurement. The
agents logged their operations with time stamps,
and N-TAP related packets were captured on the
nodes, so we were able to analyze the behavior of

the measurement network. We selected the values
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of 1, 2, 4, 8, 16, 32, 64 and 128 for C' (the num-
ber of core agents) to shift a measurement net-
work from the centralized one to the decentralized
one. For convenience, we numbered the respec-
tive agents from 1 to 128 according to the follow-
ing rules: (a) The first agent was a core agent
that accepted and processed the above requests.
(b) If there were other core agents, they were num-
bered from 2 to C. (c) If there were one or more
stub agents, we set a stub agent that accepted and
processed the above requests as the 128th agent.
(d) If there were other stub agents, they were
numbered from C' + 1 to 127. Also note that the
128th stub agent was configured to issue a request
related to the N-TAP network to the first core
agent.

The procedures carried out by a core agent
when it accepted an RTT measurement request
are as follows (see [101, 102] for detailed opera-
tional flows on an N-TAP agent):

1. The core agent searches the source node in the
requested RTT measurement. In this proce-
dure, the core agent issues a request to find
a core agent that is responsible for storing the
data entries on the source node in the shared
database. After it finds a responsible agent, it
asks the agent to send the information on the
source node (for instance, whether the source
node is alive or not).

2.If the source node is alive (this condition
is always true in this experiment), the core
agent asks the source node to measure the
RTT. Then the source node sends the mea-
surement result to the core agent.

3.0n receiving the result, the core agent
responds to a client program with this result.

4. The core agent stores the collected RTT infor-
mation in the shared database. It finds
another core agent, one that is responsible for
storing this data entry, and sends the entry to
the responsible agent.

In the case of a stub agent, a control message to
find a responsible agent was always sent to a spe-

cific core agent because the stub agent did not



have a routing table in the N-TAP network but
only knew the core agent that bridged between
the N-TAP network and the stub agent itself.
Apart from this messaging manner, the stub agent
behaved in a same way as a core agent.

After the experiment, we confirmed that no
measurement error had occurred and that all of
the N-TAP related packets had been correctly
captured during the experiment. The evaluation
carried out in the following section is based on the
recorded behavior of the agents after the measure-
ment network became stable, i.e., no change in the

agents’ routing tables were made.

5.4 Evaluation

In this section, we investigate the basic charac-
teristics of the respective measurement networks
shown in Section 5.2. Our focus is the load distri-
bution and the responsiveness to a measurement

request in measurement networks.

5.4.1 Load Distribution

First we investigate the flow of control mes-
sages in the N-TAP network. Since the N-TAP
agents have to carry out procedures according to
the control messages, we can determine the dis-
tribution of loads among the agents by seeing
this flow. Figure 5.3 depicts the distribution of
exchanged control messages among the agents. Its
horizontal axis denotes the assigned numbers of
source agents in control messages, and the verti-
cal axis denotes the assigned numbers of destina-
tion agents. The colored squares in the graphs
show the number of the messages by their dark-
ness: dark gray indicates more messages were
exchanged and light gray means fewer. Specif-
ically, where we define M as the logarithm of
the number of exchanged messages, we divide the
zone of the values of M into four even intervals
and assign four shades of gray to the respective
intervals so that the zone of the largest value
of M is the darkest; a white area means that
no message was exchanged between the agents.

The horizontal and vertical dotted lines indicate

W I D E

the borders between the core agents and stub
agents; therefore the bottom-left area shows the
messages exchanged between two core agents, the
bottom-right and top-left areas are for the mes-
sages between a core agent and a stub agent, and
the top-right area is for the messages between two
stub agents.

In any case, we can confirm that the squares
are plotted more densely in the bottom-left area
than in other areas, and the grays there are
mostly dark. This shows that the burden of
maintaining the measurement network was con-
centrated on the core agents, and the stub agents
were relatively freed from such tasks. Addition-
ally, no message was exchanged between two stub
agents except for the cases of involving the 128th
agent. The reason why the number of the mes-
sages to/from the first and 128th agents is large
is that these agents had to ask other agents to per-
form the RTT measurement when they accepted
measurement requests. For example, these agents
asked the 10th agent to obtain the RTT between
the 10th agent and the other agents. Moreover,
after they obtained the RTT information, the
first and the 128th agents had to store the mea-
sured RTT information in the shared database, as
described in Section 5.3.

Secondly, we look into the exact number of
exchanged messages and its tendency. Figure 5.4
shows the total number of exchanged messages
during the 4000 requests in the respective cases
of the C values. We can find that the number
of messages exchanged between two core agents
increases proportionally as the logarithm of the
number of core agents grows. This number is zero
where C' = 1 because there is only one core agent
and it does not need to issue a control message
to another core agent. Meanwhile, the number
of messages exchanged between a core agent and
a stub agent changes slightly, though it becomes
zero in the case of no stub agent (C' = 128). The
number of messages exchanged between two stub
agents decreases as the number of stub agents

decreases. The total number of messages tends to
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Fig. 5.3. Distribution of exchanged messages among 128 N-TAP agents where (a) C =1, (b) C' =4,
(¢) C =16, (d) C =32, (e) C =64, and (f) C = 128.

be larger as the number of core agents increases.

From these tendencies, let us see the number of
messages that an agent of each role has to process
as a metric of loads. It appears that the number
of messages that one core agent has to process
is reduced when the proportion of core agents to

the total number of agents is large, because the
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growth order of the summation of the core-core
and core-stub messages is lower than that of the
number of core agents. On the other hand, when
this proportion of core agents is large, the number
of messages that one stub agent has to process
increases but is still smaller than the number of

messages that one core agent has to process.
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Fig. 5.4. Number of exchanged messages.

These facts indicate that the scheme of core and
stub agents works just as we had intended, that
is, that the loads should be distributed among the
core agents, and the stub agents should have less
burden. The maintainer of the measurement net-
work can easily adjust the load distribution with

the proportion of core agents as he or she intends.

5.4.2 Responsiveness

Next we compare the responsiveness to a mea-
surement request in the cases of a request to
a core agent and to a stub agent. Responsiveness
is an important factor as an application-oriented
measurement service, because it has an effect on
optimization procedures performed by emerging

applications that need network characteristics. In
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Figure 5.5, the boxplots that represent the dis-
tribution of the turn-around time for a measure-
ment request are depicted. The left graph repre-
sents the turn-around time in the case that a client
program issued requests to a core agent, and the
right graph represents the turn-around time in the
case of issuing requests to a stub agent. In both
graphs, the horizontal axis denotes the number
of core agents and the vertical axis denotes the
turn-around time for one request. In the case of
sending a request to a stub agent, the boxplot
where C' = 128 is not given because we have no
stub agent in the measurement network.

We can find that, in both cases, the turn-
around time where we adopted the centralized
model is shorter than the turn-around time with
other models. The difference between the cen-
tralized model and other models is that the agent
that accepts a request must perform the proce-
dures for finding a responsible agent, retrieving
the information on agents in the N-TAP network
from the shared database, and requesting other
core agents to store the collected data as an entry
in the shared database. Inspecting the log files
of the agents that accepted measurement requests
from a client program, we calculated the mean of
required time for each procedure, and the result is
shown in Table 5.1. From this table, we see that,
between the centralized model and the other mod-

els, a considerable difference of the time required
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Fig. 5.5. Turn-around time for a measurement request to (a) a core agent/(b) a stub agent.

51

P ROJETCT

OOoO0OooOOooooooooooooooooogo dwoe




t

reepor

P R OJETZCT 2 0 0 7 a nnu a

E

D

e 30 O0O0OO0OOODOOOOOODOOOOOOODDO

Table 5.1. Required time for the procedures (in milliseconds).

The number of core agents (= C) 2

4 8 16 32 64 128

Find a responsible agent (core) 1.0
Retrieve from the shared DB (core) 5.5
Store in the shared DB (core) | 52.7

2.5 6.2 4.8 6.4 7.5 7.8
5.3 7.6 3.5 3.4 3.0 3.0

53.7 494 58.2 55.5 60.5 62.6

Find a responsible agent (stub) 2.1
Retrieve from the shared DB (stub) | 10.0
Store in the shared DB (stub) | 56.5

58.5 55.0 60.3  56.4

7.1 9.6 8.3 9.8 11.2 —
9.1 9.7 5.5 5.2 4.6 —
61.5 —

for a measurement request is dominated by the
time required for these procedures. The time
required for finding a responsible agent is expected
to increase linearly depending on the logarithm of
the number of core agents. This is because, given
the nature of Chord, the number of times a control
message to find a responsible agent is forwarded
among the core agents is proportional to the loga-
rithm of the number of core agents. In Table 5.1,
the required time for finding a responsible agent
seems to follow this expectation. On the other
hand, the required time for the database-related
procedures would not significantly change while
the size of local databases in respective core agents
is small, and we can confirm such a tendency from
the table. We also note that the distribution of the
core agents’ IDs also has an effect on the topology
of the measurement overlay network, which results
in the fluctuation of the required time, as in the
above table. In this experiment, the IDs were
randomly assigned; therefore we suppose that the
required time for these procedures is almost the
same among the agents.

The required time for finding a responsible
agent in the case of sending a request to a stub
agent is longer in the order of a few milliseconds
than in the case of sending a request to a core
agent. This can be explained by considering that
a stub agent first needs to send a control message
to a core agent, while a core agent can send a mes-
sage directly to the next hop’s agent in its own
routing table. We can suppose that this additional
procedure for a stub agent increases the required
time in the case of sending a request to a stub
agent.

According to the discussion in this section,
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a measurement network with the centralized
model is superior to one with the hybrid or the
pure peer-to-peer model in its responsiveness to
a measurement request. In this experiment, com-
munication delay between the agents is short
enough to be ignored, however, the communica-
tion delay will range approximately from tens to
thousands of milliseconds when the measurement
network is deployed in a wide-area network. This
will have significant influence on the measure-
ment network with the hybrid or the pure peer-
to-peer model because a larger number of control
messages must be exchanged through networks
in these measurement networks. However, the
centralized measurement network always has to
struggle with load concentration at a core agent.
These factors should be considered in constructing

a measurement network.

5.5 Discussion

So far we have described the trade-offs among
measurement networks with three different mod-
els based on the agents’ behavior in respective
networks. The centralized measurement network
can get the best responsiveness in exchange for
the heavy loads, which may bring a decrease in
responsiveness. In the hybrid measurement net-
work, we can select multiple core agents according
to our purposes, and the processing loads can be
distributed among the core agents. The load on
one core agent will be the minimum on an aver-
age in the case of the pure peer-to-peer measure-
ment network. However, in the hybrid and pure
peer-to-peer measurement networks, the respon-
siveness will go down depending on the size of the

control planes of these networks.



The ease of adjusting the formation of a mea-
surement network will be important in the actual
deployment of a measurement service. In this
report, we first proposed the scheme of core and
stub agents in a measurement network. With this
scheme, we can easily shift the measurement net-
work among the centralized network, the hybrid
network and the pure peer-to-peer network by
adjusting the proportion of core and stub agents.
In the case that we can control a measurement
network (e.g., when we monitor network facili-
ties with such measurement systems), administra-
tors should design the measurement network to
meet their requirements. They will benefit from
the ease of adjustment to the measurement net-
work. In the case that we cannot know before-
hand what types of agents will join a measure-
ment network, we cannot create a clear plan for
constructing the network. One of the cases is that
the agents run on the same nodes as the applica-
tions (an overlay network application, etc.), whose
nodes will arbitrarily join and leave. Even in
such cases, role-based adjustment will work with
the application nodes. For example, in order
to improve the responsiveness to a measurement
request, we would choose agents that are con-
nected with a high-speed link and have high per-
formance as core agents. Other metrics, like the
continuous running time of nodes, will also be
helpful in constructing the desired measurement
network.

Focusing on the application-oriented measure-
ment service, quick responsiveness to a mea-
surement request is indispensable in a measure-
ment system. To improve the responsiveness in
a hybrid or a pure peer-to-peer measurement net-
work, some possible refinements of a measurement
system can be pointed out. One is to let an agent
cache the results of finding a responsible agent
so as to decrease the number of exchanged con-
trol messages. From the results in Section 5.4.2,
in a large-scale core network, we can expect that
the required time for finding a responsible agent

will become dominant in the turn-around time

W I D E

for a measurement request. Caching the results
of this procedure will improve the responsiveness,
but the agents will need to handle the inconsis-
tency between the cache and the actual topol-
ogy of a measurement network, and we will pay
a waiting time penalty when such inconsistency
occurs. Moreover, as described before, choosing
core agents based on the capability of agents will
also be effective. In the case of choosing core
agents dynamically, we will also have to handle
the migration of key-value pairs in a distributed
hash table (DHT), which is expected to be a con-

siderable burden.

5.6 Prior Work

Some application-oriented measurement sys-
tems have been proposed. The S*[187]s net-
work is similar to our hybrid measurement net-
work in terms of having multiple roles for the enti-
ties in its network. On the other hand, consider-
ing that these entities are connected in a peer-
to-peer manner, the S* network can be regarded
as a pure peer-to-peer measurement network.
iPlane[100] forms a centralized measurement net-
work and provides a variety of network charac-
teristics including an IP level topology, packet
loss rate and available bandwidth. pMeasure[97]
leverages the technique of Pastry[136] to form
its own pure peer-to-peer measurement network
and manage monitoring nodes in this network.
In application-oriented measurement, the respon-
siveness to a measurement request is emphasized.
To improve the responsiveness in these systems,
an inference algorithm for network characteristics
is sometimes utilized instead of performing actual
measurement procedures. For example, iPlane
estimates the RTT between two nodes based on
an AS path. Alternatively, research efforts have
produced effective measurement methodologies in
large-scale networks called “cooperative measure-
ment.” As one example of the cooperative mea-
surement methodologies, Vivaldi[29] lets us cal-
culate the RTT between two nodes from their

locations and distance in Euclidean space. Some
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researchers have adopted an approach of optimiz-
ing overlay networks for a specific measurement
purpose. For example, MIND[93] focuses on the
indexing and query processing in order to make its
overlay network suitable for the distributed mon-
itoring of anomalous traffic.

Other measurement infrastructures, e.g.,
DIMES[36] and NETI@Qhome[148], whose main
purpose is the statistical analysis of network
characteristics, basically construct centralized
measurement networks.  They aggregate the
collected data to a central server for performing
their own analysis. These infrastructures do
not need to consider responsiveness as strictly
as application-oriented measurement services
do. Hence the simple formation of a centralized
measurement network seems to be suitable for
analyzing the collected data.

In a hybrid peer-to-peer network, each overlay
node is assigned one or more node roles and is
managed in a hierarchical structure as described
already in this report. Kazaa[83], a peer-to-
peer file sharing application, utilizes this scheme
to connect between its unstructured peer-to-peer
network and ordinary nodes. Though the details
of its protocol and structure are not officially
unveiled, some measurement-based work[92, 94]
has already been done. The extension to N-TAP
that we have added in this report is unique in
applying this scheme to a structured measurement
overlay network in which measurement procedures
different from the ones of ordinary file sharing

applications are performed.

5.7 Conclusions

Analysis of the behavior and characteristics of
measurement networks was an unexplored field.
In this report, we proposed a methodology for
constructing a measurement network, which can
easily change its network formation, alternating
between centralized, hybrid and pure peer-to-peer
models. By adopting this scheme and modifying
an existing measurement agent, we investigated

the operational flow in each of the measurement
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networks. As a result, we were able to con-
firm that exchanging control messages through
networks has an appreciable effect on the turn-
around time for a measurement request in the
hybrid and pure peer-to-peer measurement net-
works. At the same time, the processing loads
were successfully distributed among core agents in
these networks. The consideration of such trade-
offs is important in constructing a desired mea-
surement network.

More measurement networks of a decentral-
ized type will appear, and their importance will
grow in the future, as large-scale network ser-
vices and emerging applications are developed
in the Internet. In further research and devel-
opment of the N-TAP project, we aim to con-
struct a practical measurement network that can
provide network characteristics indispensable for

these applications.

0O 60 Gulliver Project: Building Distributed Active
Measurement Appliances

6.1 Overview

This report describes the design and implemen-
tation of a plug-and-measure appliance and its
remote management framework. We use a small
disk-less box as an active measurement appliance,
and the remote management framework is built
into the firmware of the appliance. A manage-
ment server, by both a GUI or scripts, remote
appliances can be instructed to preform mea-
surements, current appliance status, and apply
firmware updates. As a case study of this system,
we show long-term DNS measurements obtained
from the appliances deployed around the world.

The purpose of this project is to build a mea-
surement appliance and framework which can
easly be deployed in a developing world instruc-
tor. The core goals of the framework are (1) dis-
tributing probe boxes all over the world, (2) man-

aging the boxes easily, and (3) getting measured



results easily. We call our framework the “Gulliver
Framework”. In this section the overview of the
appliance and the framework is described.

In order to build a distributed active measure-
ment framework, there are several requirements
to achieve. The requirements for the framework
are (1) easy installation and robustness of probe
boxes, (2) security of the probe box and com-
munication, (3) low costs for management, and
(4) applicability of various active measurements.

In consideration of the above requirements, we
have selected to use the SEIL appliance, rather
then a PC as a probe box. SEIL is a commer-
cial product produced by the Internet Initiative
Japan (I1J) Inc, developed for use as a SOHO
router. The advantages of using this platform for
us are: (1) the hardware has been proven to work
for a 24x7 operation, (2) a remote management
system for a SOHO router use is already devel-
oped, and (3) we can easily import future bug or
security fixes from the commercial version of the
product. We have customized the SEIL’s firmware
in order to support our measurement activities.
Should the need arise we could easily port the
framework to some other hardware.

Most of the existing measurement efforts use
PCs as measurement boxes. In constast to a PC
an applications: is cheaper to purchase, cheaper to
send, take up less space at the hosting institution,
and is has a lower power consumption. In addition
SEIL’s disk-less storage means improved reliablity
in the face of unreliable power supplies, common
some developing regions. makes it a more superior
choice given our target hosting sights.

As for security, the communication between the
probe boxes and the servers should be encrypted.
The probe box should accept only connections
from our specified servers. Even in the unlikely
case that one one of the box is physically stolen,
the over all security of the framework should not
be threatened.

The probe boxes should be managed and oper-
ated in an integrated fashion by the management

server. One of the goals of the project is to deploy

W I D E

more than 100 probe boxes world wide. If a vul-
nerability is found in the firmware or if we want to
build new measurement tools into the firmware, it
should be upgraded in all the probe boxes without
pains and troubles. In addition to the firmware
upgrading, daily monitoring of operations should
be provided.

The firmware of our appliances is a deriva-
tive of NetBSD, so measurement tools which run
on NetBSD can be easily be deployed in future
firmware updates. This provides an easy mecha-
nism for development and debugging for measure-
ment tools. The firmware also includes a remote
management system. All the appliances can be
controlled and monitored from the management
server through the remote management system,

called SEIL Management Framework (SMF).

6.2 Framework Design

The framework consists of probe appliances,
management servers and measurement collection
servers. We have designed the framework based
on the client-server model. The set of servers
manage, control and monitor all probe appliances.
The appliance does not start any measurement
action until it is instructed to do so by the man-

agement server.

6.2.1 Architecture Goals

As described before, the appliance has the
remote management system built into the
firmware. The Gulliver Framework has the fol-
lowing architectural goals.

(a) plug-and-measure of appliances; even if
the network environment which the appliance is
located in is changed and an administrator can not
login the appliance remotely, the configuration of
the appliance can be changed at the management
server and just cycling power of the appliance, the
appliance will boot with new applicable configu-
ration. We want to distribute appliances without
circumstance in developing countries.

(b) low operational costs and effective measure-

ments; when the number of activated appliances
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is increased, the operational costs is not increased
proportionately. An administrator can control
a number of appliances as controlling just an
appliance. However, the measured results are
increased proportionately and an administrator
can collect the results easily.

(c) secure and safe against snooping and crack-
ing; the appliance talks to the servers with authen-
ticated and encrypted datagrams, and the mea-

sured results also should be retrieved securely.

6.2.2 Appliance bootstrap

When the appliance is connected to a UTP
cable and power source, it obtains an IP address
using DHCP, and then the appliance bootstraps
as shown in figure 6.1. The appliance computes
its own unique ID from its MAC address. The
appliance knows only the IP address of a master
server and the server’s SSL certificate.

The master server’s only job is to authenti-
cate the appliance from its ID and tell the appli-
ance about a second-level server. At bootstrap,
the appliance contacts the master server using
XML-RPC over SSL, verifies the server using the
built-in certificate, and passes its unique ID to the
server. The master server checks the appliance’s
ID, and returns the IP address and the SSL cer-
tificate of a second-level server.

The appliance contacts the second-level server
using XML-RPC over SSL. The reasoning behind
this server hierarchy is to allow a set of second-

level servers for future scalability as well as to have
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completely different services for the appliances.
The second-level server returns the appropriate
configuration for the appliance, if the authenti-
cation is succeeded. The configuration includes
the SSL certificates of the servers, and the SSH
public key of a measurement collection server.
The appliance keeps this configuration on mem-

ory, and reboots itself using this configuration.

6.2.3 Appliance management

When controlling the appliances after a reboot,
firmware upgrading or requesting status reports,
an administrator does not need to send the
requests directly to every appliance. Rather, all
he or she needs to do is send the requests to the
second-level server as shown in figure 6.2.

For example, if an administrator wants to
reboot Box B and C, she can send a reboot request
to the second-level server with the IDs of Box B
and C, then the second-level server sends reboot
requests to Box B and C.

When an appliance talks to a server, it uses
XML-RPC over SSL. On the other hand, when
a server talks to an appliance, it sends a com-
mand over SSH. In addition to these communi-
cations, appliances can periodically send heart-
beats to a server; a heartbeat message includes
the status of the interfaces, CPU and memory so
that administrators can monitor the status of the

deployed appliances.
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6.2.4 Appliance measurement

Administrators can send start and stop requests
for measurement programs to the appliances in
a similar manner as the appliance management
shown in figure 6.3. When an appliance receives
a start request from second-level server, it starts
the measurement. When the measurement is com-
pleted, the appliance sends the results to the mea-
surement collection server specified by the admin-

istrator.

6.3 Framework implementation

There are a number of challenges in building
the appliances and framework. In this section,
we have described details of our implementation,
especially about our modifications to the original
SMF and challenges encountered.

The first challenege we faced was to reduce
firmware memory usage. The appliance has only
64MB memory. In order to save memory we
deleted unused functions for active measurements

from the original firmware.
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The second challenge was building a wrapper
software to run the existing measurement tools
without modifications. The wrapper was inte-
grated into the management system firmware.

The third challenge was handling static config-
uration of IPv4 addresses. The original remote
management system, SMF only supports DHCP
environments. This means that if a DHCP server
is not available, the appliance can not get IPv4
address or communicate with the master server.
Depending on the policy of the instillation site this
can be problematic, because there exist situations
were only a static IPv4 address is available. In
order to adapt to a static IPv4 address, we mod-
ified the firmware so that the IPv4 address and
default gateways could be pre-configured. If the
IPv4 address is pre-configured, the appliance com-
municate to the master server using the address,
then it boots in a manner similar to a DHCP envi-

ronment.
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The fourth challenge was the to build a more
user-friendly administrative interface. Thus
reducing the cost to manage and monitor the
appliances. It is not user-friendly to send mes-
sages using XML-RPC with SSL for users who
would like to just run active measurements on this
framework, so it is very important to deploy and
generalize the framework for various active mea-
surements. The interface is shown in figure 6.4.

In the figure there is a list of the registered
appliances. By clicking the name of appliance
on the list, the detail of the appliance is shown
as in figure 6.5. By clicking “reboot” button in
the figure, the reboot request will be sent to the
appliance through the second-level server and the
appliance will be rebooted.

Figure 6.6 shows the memory usages of each
appliance. The status is monitored by heartbeats
which every appliance send to the second-level

server. Figure 6.7 also shows the status of the
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Table 6.1. Location of measurement boxes

Box ID Organization City Country
1 WIDE Los Angenes U.S.A.
2 WIDE Tokyo Japan

3 Registro.br Sao Paulo Brazil
4 WIDE Tokyo Japan

5 WIDE Osaka Japan

6 WIDE Osaka Japan
7 WIDE Paris France
8 APNIC Brisbane Australia
9 NECTEC Bangkok Thailand
10 AIT Pathumthani Thailand
11 JGN2 Tokyo Japan
12 The University of Tokyo Tokyo Japan
13 I1J Inc. Tokyo Japan
14 Korea Telecom Seoul Korea
15 MIMOS Kuala Lumpur Malaysia
16 CAIDA San Diego U.S.A.
17 University of Colombo School of Computing Colombo Sri Lanka
18 University of Napoli Federico IT Napoli Ttaly
19 The University of Auckland Auckland New Zealand
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measured results collected by measurement col-
lection server. As shown in the figures, admin-
istrators can manage and monitor the appliances

using web GUL

6.4 Measurements

As of October 2007, 18 appliances are dis-

tributed and activated. Table 6.1 summarizes
the locations. Only one box is located in United
States, while the majority are located in Asian
countries reflecting the project aims to deploy the
appliances in developing regions.

Two measurement tools are implemented in the
appliance at this time, dnsprobe and scamper. As
a case study of the Gulliver framework, we run
two measurements and validate and prove advan-
tages of the Gulliver Framework. The results are

described in this section.

6.5 Project Status
A further directions of this study are (1) dis-

tributing more appliances all over the world at
least 100 boxes, especially developing regions,
(2) implementing module mechanism in the
firmware in order to load and unload measurement
tools dynamically, and (3) enabling managements
even if the appliance is located behind NAT.
The status of gulliver project is available on

http://gulliver.wide.ad.jp/.
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