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0 10 Introduction

Our project called Asian Internet Interconnec-
tion Initiatives, or AlI® (ei-tripl-ai) in short, has
been established in 1995, in order to work for the
Internet development in Asian region. When we
started this project, we set some assumptions on
what is required to accelerate the deployment pro-
cess of the Internet: (1) a testbed network as a live
demonstration and also as a technical showcase
of the Internet technology is required because it
always can persuade many people of the poten-
tial and possibility for the power of the Internet,
(2) research for adapting and localizing the Inter-
net to the region should be conducted simultane-
ously with the deployment, because the Internet

is aiming to be an infrastructure for our society,

and (3) human resource development locally in the
region is vital for rapid deployment of the Internet
because the human resource development process
can reproduce more evangelists, supporters and
participants for the Internet deployment.

With these assumptions, the AI® project
decided to start as a research consortium of
leading research groups in universities in Asia.
Because universities are in charge of human
resource development, less restricted to have
a testbed network, and a base of research activ-
ities, we expect we can find out there many
researchers who are working actively on the Inter-
net technologies.

We’re operating the Internet infrastructure on
satellite system (Fig. 1.1). It performs our com-
munication platform for our researches and activ-
ities. In our 10 years activities, Al® testbed net-
work has been built to connect 16 universities in
10 countries in this region and still expanding.

This network has been working on 24/7 basis and

JCSAT-3

1.5 Mbit/s : Japan to Asia
512 Kbit/s : Asia to Japan

——

F ~

Fig. 1.1. The AI® testbed network
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turned to be its communication infrastructure for
members of this Al project.

In this report, we mention our activity in this
year with our partners using Al® network. In 2nd
chap., we describe activity report from partners.
It includes short introduction of them and their

research topics.

0 20 Report from partners

We have research partners in Asian region. In
this chapter, we report some characteristic acts on

the partners.

2.1 NAIST, Japan
2.1.1 Introduction

NAIST is an institute university in Japan.
NAIST and SFC are AI® sites located in Japan
and operate our network and have some experi-
ments on our network. It plays some important
roles such as providing DNS and WEB services.
Currently, We have missed satellite link on NAIST
from Apr, 2004 because of termination of using
satellite link on Ku-band which means frequency

of the satellite link.

2.1.2 Operations
NAIST provides Web, DNS, Mail and Mailing
List services for Al® network. Besides, we pro-
vide many functions for informing our project and
sharing information each other as well as main-
taining our network.
1. DNS server
We provide Al® primary DNS system. It con-
tains many records not only for Japanese sites
but also for foreign partner’s. Therefore many
partners refer it as their DNS server.
2. WEB server
The web server is named www.AlI3.net. It is
used for to inform our results and to share

the operator’s information. For example, We
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can check whether NAIST network system is
going well or not on our Multi Router Traffic
Grapher page.

3. Mail server (and Mailing List service)
We have mail and Mailing List server. We can
easily share various of information about our
activity such as operational topics, progress

of our projects and so on.

2.1.3 Research Topic

One research topics is now proceeding in
NAIST. It is about worm traffic detection on
AI® network for support operation. We are defin-
ing some indexes which describe characteristics of
traffic, such as scattering of access destination,
homogeneity of traffic flows and so on. We would
detect and cut such malicious traffic out with our
detecting system. Currently we are going to define
benchmark indexes more and check how it works
for finding worm traffic. This research is proceed-

ing. The progress will be reported later.

2.2 Institut Teknologi Bandung, Indonessia

This report will give some summary of ITB’s
network activity, which is using AlI®’s C Band link

Internet connectivity.

2.2.1 General Information and History

Institut Teknologi Bandung (ITB), was founded
on March 2, 1959. The present ITB main cam-
pus is the site of earlier engineering schools in
Indonesia. Although these institutions of higher
learning had their own individual characteristics
and missions, they left influence on developments
leading to the establishment of ITB.

In 1920, Technische Hogeschool (TH) was estab-
lished in Bandung, which for a short time, in the
middle forties, became Kogyo Daigaku. Not long
after the birth of the Republic of Indonesia in
1945, the campus housed the Technical Faculty
(including a Fine Arts Department) of Universi-
tas Indonesia, with the head office in Jakarta. In
the early fifties, Faculty of Mathematics and Nat-

ural Sciences, also part of Universitas Indonesia,



was established on the campus.

In 1959, the present Institut Teknologi Bandung
was founded by the Indonesian government as an
institution of higher learning of science, technol-
ogy, and fine arts, with a mission of education,
research, and service to the community.

Government Decree No. 155/2000 pertaining to
The Decision on ITB as Legal Enterprise (Badan
Hukum) has opened a new path for I'TB to become
autonomous. The status of autonomy implies
a freedom for the institution to manage its own
business in an effective and efficient way, and to
be fully responsible for the planning and imple-
mentation of all program and activity, and the
quality control for the attainment of its institu-
tional objective. The institution has also freedom
in deciding their measures and taking calculated
risks in facing tight competition and intense pres-

sures.

2.2.2 Location
Bandung, with a population of approximately
one and a half million, lies in the mountainous

area of West Java, at an altitude of 770 meters.

ITB Network1

T

X
Indonesiah 1X

SMTP Redirector
(Cisca roule: map)

W I D E P ROJETCT

The I'TB main campus, to the north of the town
centre, and its other campuses, cover a total area

of 770,000 square meters.

2.2.3 Address
Office: USDI ITB, CCAR Building 3rd floor
J1. Tamansari 64 Bandung 40116,
Campus: AI3 ITB, PAU Building 4th floor
J1. Ganesha 10, Bandung 40132 Indonesia
Tel and Fax +62-22-2500935

2.2.4 Operational Aspect
SMTP Services

Figure 2.1 depicts the SMTP logic diagram.

Detail specification of ITB SMTP system are

listed below:

e Some MX for incoming and outgoing (mxl1,
mx2, mx4, mx5, mx7).

e Antivirus and Antispam with load bal-
ancing (using Vexira, Amavisd-new, and
spamassasin).

e Greylisting system. Using postfix-gps soft-
ware which has been implemented in our MX.

The greylisting is applied for incoming traffic

| ITB Netwerl3/4i5

W BURBIG

Y

Ak

SMTP Redirector
(Cisco route map)

ANTIVIRUS

A Amavistt 10007 ’ r'y
SMTP Redirecior
| (Cisco route map)

Smip:25

Smip:10025 »
Smp:2s

‘ oW BUSENG

ITB Metwork2

DESTINATION

Fig. 2.1.

;///°I’

T ITB SMTP LOGIC DIAGRAM
oemarith.acid

Mail Schema
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from the outside of ITB’s network.

Hello, guest

e RBL system. Using common RBLS sys- n T ———— oot
tem like ordb.org. Using our RBL with the sriosoe7s | fseam | delete
Home 1331174202 - - SPAM - delete
data from our antivirus and antispam system Tpdae D200 | Vine [ Wom Ny 21 dobe

earc] I
A A . et 167.205.18.241 |- - Virus Worm My Tob EH delete
(http://rbl.itb.ac.id) (Fig. 2.2). et .
. . 234.150.154.202 - - Virus L Worm Metsky.Q1 [delete.
With this schema ITB can reduce spam below roimse T R G

5 percent of incoming email and virus below

12 percent of incoming mail compare to last sys- Fig. 2.2. RBL

tem (last year).

rator ITB - Mozilla Firefox ] 5
Fle Edit View Go Bookmarks Toolks Help o
‘:‘F' b E; - @' @ @ I@ hﬂp:,’,indad'n.iﬂ:.ac.\dﬂndex.php?d=09&m=m&y=05&category=1uj © co I@,
0
Mail Administrator ITB
Links
DAIL - Home
W S Contact Me
Postfix log summaries for Jan 10 2005 Stats
Grand Totalz Login
nessages MaidamEx Maladm Personal Web
Mas Umar
4443 received Rendo AW
4471 delivered .
0 forwarded Archives
153 deferred (2395 deferrals) « October 2005 »
77 bounced Sun Mon Tue Wed Thu Fri Sat
3517 rejected (44%)
0 reject warnings 1
0 held 2 3 4 5 6 7 8
0 discarded (0%) 9 10 11 12 13 14 15
41038k bytes received 16 17 18 19 20 21 22
44147k bytes deliversd 23 24 25 26 27 28 29
153 senders
75 =sending hosts/domainz £ El
276 recipients
100 recipient hosts/domains Categories
Policy
Config
Per-Hour Traffic Summary Queue
Daone

Fig. 2.3. Pflogsumm for SMTP

_[alx]
Fle Edt Yew Go Bookmarks Tooks Help i
-@ - E} = [@ [x] @ [ ttpsfinoc. moritoring.to. ac..dserver_stats.php =l © = [CL
£ Mail Administrator T8 |_| ITB Monitoring || Adminith Administration (General Options) | | detkBola : situs warta era digital [ (x|

Server Statistics. Logged in as ai2 (Logeut)

Month Graphs -l

Latency
Virus Medal 420,
DAT Status
Web Update Stats. 300
5

g
ceehel 50
Cache2 i
Cache3 il
NSt
5 0
i ek 37 weel 38 wesk 33 wesk 40
1EH W Sent total: 3793842 msgs avg: 95.95 msgs/min  max: 5672 msgs/min
T B Received total: 1719504 msgs avg: 43,42 msgs/min  max: 2084 msgs/min
fiiel] [Tue Oct 11 11:55:05 2005]
wmxz
mxa
[z
Queue Top2s s .
ven 5w

g
VEN Bramium S
:
Www ITe Weck 37 Weel 38 Wesk 29 Weck 40
“Students ITB. M Rejected total: 668402 msgs avg: 16.90 msgs/min max: 440 msgs/min

M Eounced  total: 434460 msgs avg: 10.98 msgs/min  max: 774 msgs/min

O Viruses  total: © msgs avg: ©0.00 msgs/min  max: O msgs/min

o Span total: 0 msgs avg: 0.00 msgs/min  max: O msgs/min

[Tue Oct 11 11:55:05 2005] =

[ https /jmx Lith.ac.id/cg-binjmalgraph.cgi

Fig. 2.4. Mailgraph for SMTP monitoring
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) ITB Monitoring - Mozilla Firefox _(®] x|

Eie Edt View Go Bookmerks Took Hep i
- @ @ @ |u http:fjnoc. monitoring. ith. ac.id/nagios. ith.php ~] O e |@,

& Mai Administrator ITB |_| ITB Monitoring | || Adminitb Administration {General Options) ‘ || detkBola : situs warta era digital

|8

settings
ITB Servicas. Logged in as ai3 (Logout)
[Last Check © [Duration T | nempl T [statusinformation ] T A
Tactical Overview 48 AV 10-11-2005 11:18:37 04 1h 49m 188 TCP OK - 0.003 second response fime on port 1250
Servica Datall FTP OK - 0.020 second response time on port 21 (220
“Host Detai = et i antivirus. tb.ac.id FTP server (Version 5.00LS) ready ]
HD dyst 10-11-2005 11:18:41 4d th 54m20s 15 DISK OK - free space: fusr 5241 MB (53%):
Hestaroup Overview
e HD fvar (BRI 10-11-2005 11:16:57 4d th 53m 1ds 115 DISK OK - free space: fvar 8824 MB (59%)
Hostgroup Gid HTTR @ 10112005 11 4d 15n48m16s 115 HTTP OK HTTP/1.1 200 OK - 2369 bytes in 0.008 seconds
Status Map SUTP BRI 10-11-2005 11:17:02 40 1h 54m9s 15 SHTF 0K - 0.024 sec. response time
b meltbacid  HD/ust [BRT T 10-11-2005 11:16:47 10d 14h 40m 47 1/5 DISK OK - free space: fusr 321 MB (85%):
LBt e HD fvar BRI 10-11-2005 11:48:02 10d 14h 38m 295 15 DISK OK - free space: ivar 7745 MB (30%)
Eiimms HTTP Bk 10112005 11:18:53 7d 230 88m s 115 OK - HTTP/1.1 302 Found - 0.0:03 second response time
Berfornance Lofo LoAD [BRE 10-11-2005 11:18:08 4 180 15m 488 15 OK- load average: 0.06, 0.48, 063
Bapsctum SWTR K 10-11-2005 11:16:58 50 220 35m 485 15 SMTP OK - 0.005 sec. response tims
Trands
“availability medtbacid  BGP (BRI 10-11-2005 11:18:13 10 220 16m 118 1S Using service TCP
“Alart Histogram HD/spiposti B | 10-11-2005 11:17:04 2d 190 26m S5 1S DISK OK - free space: ivar/spool/postfi 4357 MB (91%):
‘Alert History HD dusr [BRETT 10-11-2005 11:18:19 10d 14h 40m 255 1/5 DISK OK - free space: fusr 2176 MB (65%):
Rt By HTTP. B 10-11-2005 11:47:09 10d 22h 10m £9s 1/5 HTTP OK HTTP/.1 200 OK - 310 bytes in 0.017 seconds
Notifications. LoaD (BRI 10-11-2005 11:48:24 10d 15h 6m38s 155 OK - Ioad average: 0.21, 0.2, 0.23
Eiant g MysaL K 10-11-2005 114715 10d 22h 15m §7s 15 TCP OK - 0,001 second respense time on port 3306
sMTP [BRETT 10-11-2005 11:18:30 234 22h 45m 24z 1/5 SHTP OK - 0.007 sec. response time
View Config & 3 o 0 17 r 3 5
2 mxlitbacid  AV-BACKUP [BR10-11-2005 11:17:20 4d 1h S4m17s 15 TCF OK - 0.002 second respense time on port 1250
s HD fusr [T 10-11-2005 11:18:35 1d 14n 38m 208 15 DISK OK - free space! fusr 6423 B (64%) b
HD wvar [ 10-11-2005 11:17:26 7d 3n 46m 128 1S DISK OK - free space: fvar 4248 MB (84%):
LoAD [GRO 10-11-2005 11:18:41 40 ThS4mSs 1S OK - load average: 0.00, 0.02, 0.00
SuTP BRI 40-11-2005 11:47:31 4d 1h53mTs 15 SMTP OK - 0.027 sec. response time
students it ac.id HD /mhs (BRI 10-11-2005 11:47:58 2d 19h 28m 58s 115 DISK OK - free space: imahasiswa 117217 MB (85%)
HD 8K 10-11-2005 11:18:13 4d 1h 51m23s 15 DISK OK - free space: fusr 13850 MB (72%): =l
Done

Fig. 2.5. Cacti and Nagios for Realtime Monitoring

All of MX has dual IPv4 and IPv6 opera-
tion. We proudly operate SMTP IPv6 services

for almost 4 years.

Network Monitoring

During 2005 year we redesign and populate net-
work monitoring system onto one interface. We
monitor all of operation aspect and services.

We use pflogsumm and Mailgraph for monitor-
ing SMTP traffic. Figure 2.3 and 2.4 shows screen
image of these systems. Nagios is running on
our network for monitoring our satellite network.

Figure 2.5 shows the example of realtime alerting

in Nagios.

2.2.5 Research Aspect

During year 2005, we have been doing research
on:

e | root server measurement and analysis

e DNS abuse monitoring, ITB’s case study

2.3 Institute of Information Technology,

Vietnam

2.3.1 Institute of Information Technology
Establishment:

1976: Institute of Computer Science and Cyber-
netics (ICSC). 1989: ICSC was renamed Insti-
tute of Informatics (IOI). 1993: IOI, Center for
System and Management Research and Center
of Applied Mathematics merged into Institute of
Information Technology (IOIT).

Staff:
200 people. Among them 60 Dr. Sc. and Ph.D,
16 Prof. and Ass. Prof.

The functions:

Carrying out the studies of basic problems of
informatics, mathematical and technical aspects
of IOIT, the application of IOIT in socio-economic
systems and industrial manufacturing processes.
Design, and development of IOIT products, espe-
cially softwares. Development of IOIT applica-
tions in different sectors, transfer of technologies

in the field of IOIT, technical consulting in some
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of governmental IOIT projects in administration
as well as in other sectors of economics. Train-
ing of scientific researchers on IOIT. International

cooperation in IOIT.

Main facilities:

Institute’s LAN has been served as VAST
(Vietnam Academy of Science & Technology)
Campus Network Center, basing on switched Eth-
ernet on Fiber Optics and Twisted-Pairs and serv-
ing nearly 400 PCs, SUN Workstations, Digi-
tal Alpha Servers, interconnected by Netware,
Window2xx, LINUX using TCP/IP. Platforms
are heterogenous, including Windows and UNIX,
various databases and different tools for devel-
oping integrated database systems, information
management systems and other software pack-
ages. 10IT is one of the first four Internet Service
Providers (ISP) in Vietnam, providing all Inter-
net services for E-mail, Portal, IP phone,
The Institute has a key-laboratory for Network-
ing Technology and Multimedia.

Major R & D Activities
Computer Science: Artificial intelligence,

Pattern recognition and Image processing,

IPv4/IPv6 Network — NetNam - [OIT

Converter
IF to L-Band

p Conv.
IPV4/IPV6 for Internatinal
192.1680.2  Conferencinglnternet School

192168.0.1

(Cross-cable)

sol
UDL Server SERVER 1

Programming languages, Parallel processing,
Information cryptography. Software Engineering:
Distributed database, computer graphic, software
engineering methodology, system analysis and
design, multimedia, geographical information
systems, management information systems.
Technical Informatics: Networking, informatics
on telecommunication, system support. Indus-
trial Automation: Advanced control technologies,
modern control theory, robotics, embedded
control, PC based control systems. Mathematical
Aspects of IT: Mathematical modeling, numer-
ical methods, computational statistics. IT for
Socio-Economic Systems:  Economic models,
economic system analysis, analysis, design and
implementation of computerized information

system for socio-economic activities.

2.3.2 Network topology

We describe our network status here. Figure 2.6
shows our network. It transfer IPv4 and IPv6 traf-
fic for our commodity use. Figure 2.7 shows our
testbed network. It is constructed for our exper-
iments on IPv6 environment. At last, in fig. 2.8

we pict the status of our network use in 2005.

IPV4&IP6 Cloud
(Internet— AI3-WIDE )

Keio University ¢
Satelite dish

g ]

PPP Link

FTP

| DNS | | Mailé.netnam.vn

|

P11-16 :BAYs
J

(edo: high performance ethernel)
89

(eht0: 3¢5%9) | ::90

. [2001:0D30:0108:2001::/64
' Server farm

s2001 :200:80F :2080 ::/64—

2001:0D30:0108:f000::/64|
\ 203.160.0.0/24 operators

NAT-PT gw
DNS8

57 | 57

1|2

223

Infrastructure

ClientGW Monitor

Work Station
IPVA/IPVE

ATK Server
Security
Monitor

192.168.10.0/24

1Pv4 Cloud
IPv4/IPv6 for Network (VARENET backbone)

Managerment

IPv4/IPv6 for Intemnet
Services

IPV4&IPG Cloud
(Internet —NetNam )

2
2001:0D30:0108 :5000::/64
Segment for Students

VN TEIN2
(internet— TEIN2 )

Fig. 2.6. IPv4/v6 network topology
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Satellite dish

— X _— | sicvn-sataiznet

PPP Link

Satellite modem
Cisco bridge

(%10 :3Com Etherlink XL )

vn-sfc-sat.ai3.net
Work
Station FTP DNS
{epl); 3¢5 (¢l RealTek §129/8139)
| =15 - " =11 1;2
() &—————2001:0030.0108:1000::/84 . {————2001:0030:0108 2001: /64 )
2 012 | =10
Client-GW NAT-PT gw i
IPv4 Cloud
< IPv4 Cloud
(VARENET backbore)
SV-GW, Work Wark
RADVD Station Station
Server H1 H2
| 2
1] ——2001:0D30:0108:5000: /64— )
Fig. 2.7. IPv6 network topology as testbed network
320.0 k
=
5
o 20,0 k
L]
(5]
g 180.0 k
o
B8O K
oo
0.0k
Jan  Feb Mar Apr Mayw Jun Jul Aug Sep Oct Now Dec Jan

Fig. 2.8. Bandwidth utilization — year 2005

2.3.3 Research & Development

IGMP
\Pva | IPVEIPV4 | IPV6 | IPv6 PIM IPv6 network
IPVG IPv4 network Host Multicast PIM e
gateway | router

e [Pv4/IPv6 multicast gateway

Figure 2.9 is the model of our multicast gate- Fig. 2.9. Our multicast gateway Model (1)

way system. The system consist of three
14 packet from

parts. source l T IGMP Jain
224.2.240.176
— Host IPv4 multicast

— Converter IPv6 packet to destination
~ Host TPv6 multicast a0 2001 01226 220076 ] o
Figure 2.10 shows how it works. e |
An TPv6 host that wants to receive data l W’I |
from the IPv4 multicast group 223.2.240.176 302001 701224 2240176
will join the IPv6 multicast group repre- %
sented as ff3e:30:2001:700:1:1fff:224.2.240.176 Host IPv6
by transmitting a PIM join message to the Fig. 2.10. Our multicast gateway Model (2)

gateway. The gateway then sends the join

message to the respective IPv4 multicast
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address (e.g. 223.2.240.176) using its
IPv4 address as the source address of the
message. The gateway becomes a source
host of the specified IPv4 multicast
address, if there is no existing IPv4 mul-
ticast group. The gateway resends all
IPv4 multicast traffic (e.g. 223.2.340.176)
to the IPv6 multicast group (e.g.
3€:30:2001:700:1:{fff:224.2.240.176).

2.3.4 Network management

The monitoring and measuring system

Function:
e Monitoring the network resources, network
operations: bandwidth, in and out packet
e Displaying the condition of network devices
and services.

e Tracking the network quality of service.

Measuring methods:
The monitoring system uses two basic methods
to measure:
e passive measuring:
— The server sends snmp request to the mea-
sured devices to receive the operating infor-

mation.

— This method is used to show the statistic
of bandwidth, the number of packets; CPU,
RAM utilization of routers and other net-
work devices

e active measuring:

—The server impacts the devices or the ser-
vices by sending ICMP ping packets or ser-
vice request packet such as http request or
dns query, etc.

— The latency of the reply and the packet loss
ratio can show the availability and the qual-

ity of network devices and services.

System Elements
¢ MRTG
The Multi Router Traffic Grapher (MRTG)
is a tool to monitor the traffic load on
MRTG generates HTML

pages containing PNG images which provide

network links.

a LIVE visual representation of this traffic.
MRTG is based on passive measuring and
uses SNMP protocol to communicate with
network devices. The monitoring examples
are shown in figure 2.11, 2.12, 2.13.

e Smokeping
Smokeping bases on the active measuring

and uses RRDTools. It can measure, store

2000.0 k
1500.0 k
10000 K

000k

Bitz per Zecond

g 10 12 14 18 15 20 22 o 2 4 & & 10 12 14 16

Fig. 2.11. Bandwidth measured by MRTG

Loy .0
7.0

23.0

g 10 12 14 16 1§ 20 22 o0 2 4 a4 § 19 12 14 1a

Fig. 2.12. CPU Utilization of Router measured by MRTG
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200 T T e e

3900
2800
2100
1.
FoLu0
0.0

nodens

g 10 12 14 16 15 20 =22

o 2 4 6 4 10 12 14 16

Fig. 2.13. The number of modem sessions connecting to NOC measured by MRTG

and display latency, latency distribution and 2.3.6 Operation activities

packet loss. SmokePing uses RRDtool to
maintain a longterm data-store and to draw
pretty graphs, giving up to the minute infor-
mation on the state of each network connec-
tion. The important feature of Smokeping
is Alarm. The administrator can define the
threshold to alarm. This threshold can be
the latency or the packet loss.

2.3.5 Security R&D based on open-source
softwares: Firewall, IDS, Anti-spam
Anti-spam solution
We have constructed e-mail system with
anti-spam solution (Fig. 2.14). It is based on

Spamassassin, sendmail.

e Update RR (zebra0.95, xorp 1.1, support
multicast over IPv4/IPv6)
Global IPv4 address of SOI Asia server:
202.249.24.88/29, Global IPv6 address of SOI
Asia server: 2001:d30:108:2001::/64

o Realtime class (WindowsXP, Fedora core4,
support multicast over IPv4/IPv6)

e Join to Aichi Expo (Camera)

e Broadcasting COSGov to SOI ASTA (Fig. 2.15)

e Video-Conferencing lab (belong to National
lab of Networking and Multimedia, Insti-
tute of Information Technology, VietNam)
(Cisco MCU 3511, Polycom ViewStation,
Sony DSP1600) (Fig. 2.16)

Mail Server/VirusSca
Mail.netnam.vn

Mail Server/VirusScan
Fallback.netnam.vn

Mail Relay/SMTP Auth
smtp.netnam.vn

(Sendmail) (Sendmail) (Sendmail)
( Server Segment 203.162.9.0/25 J
POP3 Server
Webmail Server R
SpamMark =
o
S
Database Server QldFop
( MailSystem's Private Segment — 10.9.99.0/24 0)
NFS Server IMAP/Authenticate/Backup_mail ‘

Fig. 2.14. Open-Source Email System
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Broadcasting to SOl ASIA Q&

For COSGov

eraton segment()

Sheraton Hotel Jm—-i Okm————————p

*
)
Q"
<

Video/Audio

TR
TR

( SOI10IT D

* Sheraton Hotel — I0IT: VideoConferencing Point-Point (768kbps)

* |OIT - SOl ASIA:
- vic: 17fps/356kbps
- rat: 64kbps

Fig. 2.15. Broadcasting COSGov to SOI ASTA

C0SGov-I0IT

RAT v: Untitled session [_ O[]

I Listen 00ks| ¥ Talk
Speaker 4 %ol 100

»

-|>oosGevio
<PioiTcosaov
Dsci
rmusT
<PThang

"Untitled session”
Address: 233.18.109.4 Port: 7776 TTL: 15

ima Options. | About M

Fig. 2.16. Figure I 3 Broadcasting to SOI ASIA

— Problems: Sometimes got net congestions

— Wishes:  Cooperate closely with HUT,
setup new wireless connection, setup new
optic-link

—Planning: Complete SOI classroom setup
at HUT.
Propagate SOIASTA-VN activities to VNU
VN National Uni,, IBT (Institute of Bio
Technology), IET (Institute of Environ-

ment Technology), and others.

Special Notes:

Tuesday, December 06, 2005 14:08 PM, JSAT
YSCC is asking as to stop the transmission from
IOIT, because we are transmitting to incorrect
frequency. We have stopped the transmission, and
check our equipments (IDU/ODU /etc. with VTT)
and are waiting to have UAT with YSCC until

now.



