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Delay Analysis for CBR Traffic in
Static-Priority Scheduling

2.1 Introduction

In the current Internet, several applications such as real-time communications, appeared
as new generation services. These applications require guaranteed quality-of-services (QoS)
in terms of bandwidth, delay, delay jitter and packet loss, whereas the current networks
support only a best-effort service.

For supporting real-time applications, the integrated service packet networks (ISPN)
have been proposed. In the ISPN | the real-time traffic and the non-real-time traffic share
the network resources so that one can affect the quality of another and vice versa. In this
context, it is very crucial to develop some mechanism to guarantee the quality-of-service
(QoS) required by the real-time traffic.

Many researches exist for traffic management on the ISPN. However, most of the studies
such as Weighted Fair Queueing (WFQ), need a buffer dedicated to each flow and/or
connection. This type of system is not scalable because (1) flow setup and/or release may
often occur and (2) the number of flows may be getting large for example at the central
nodes in huge networks.

In this article, we consider the networks in which similar QoS flows occupy the same
buffer at the switches. This system is scalable because it requires only a small number
of buffers. For this reason, we focus on the system under Class Based Queueing (CBQ)
[98] employing a static-priority scheduling; i.e., it accommodates both CBR traffic from
real-time sources and Unspecified Bit Rate (UBR) or Available Bit Rate (ABR) traffic
from non-real-time sources which can interfere CBR traffic. A buffer is dedicated to CBR
connections, and another to UBR traffic. A higher priority is given to CBR traffic so that
they are forwarded on a First-In-First-Out (FIFO) basis as long as they exist in the buffer,
while UBR traffic are served only if there are no CBR traffic to be served. The service

for UBR traffic is not interrupted until it ends once it begins; i.e., non-preemptive service.
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The delay time of CBR traffic is of importance as a QoS parameter because CBR traffic
has its deadline for arrival at its destination.

The bound on delay time for CBR traffic occurring in the worst-case scenario can be
obtained in a rather straightforward way. However, it is not likely that packets from CBR
traffic experience the delay equal to the bound, but almost all the packets are served
within much smaller than the bound. In fact, it is shown in [99] that when CBR traffic
connections share a buffer and are served under the weighted fair queueing discipline, more
than 99.999% of them can reach their destination in 15 ms, while their worst-case bound
is as large as 65 ms. QoS guarantee based upon the worst-case bound is very pessimistic
in this regard. Furthermore, real-time traffic from voice and video sources can tolerate a
certain amount of loss. As a result, it is possible that a larger number of CBR connections
are accepted if QoS can be guaranteed based upon statistical property of the delay time
than the deterministic worst-case bound. For this purpose, the delay time distribution
should be obtained.

The analysis of the delay time for CBR traffic is carried out in the context described
above. We show the effectiveness of QoS guarantee based upon the statistical delay time
property by means of various numerical results. Namely, Call Admission Control (CAC)
based upon the statistical bound is very effective in using the network resources efficiently
when CBR packets can tolerate some loss due to late arrival. Furthermore, the impacts of

various related parameters on the delay time characteristics are examined.

2.2 System and Its Model Description

In this section, we describe the system treated here.

2.2.1 System Description

First, we show a structure consisting of two classes in CBQ in Fig. 2.1.

To obtain the statistical delay bound, we have analyzed the distribution of the delay
time experienced by CBR real-time packets in the networks with the CBQ which is an
improvement version of the static-priority. We treat a model consisiting of both of real-time
traffic and non-real-time traffic, which must be a practical one for ISPN. The delay time
distribution obtained will be used for CAC with statistical guarantee, while the worst case
delay time is usually used for CAC with the deterministic guarantee. Through numerical
results, we will show its effectiveness in comaparison with the performance of CAC with

the deterministic guarantee.
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[ CBR class j [ UBR classj

1st priority 2nd priority

[0 2.1: Class structure of CBQ

Homogeneous CBR Traffic Case

From now on, we treat homogeneous CBR traffic case. We point out a scenario for our
model in Fig 2.2. CBR connections are homogeneous in terms of the rate of each connection

and packet size.

% CBR

150Mops

saturated queue

UBR

0 2.2: Scenario of our analysis

Furthermore, we suppose that a buffer for UBR class is saturated so that at least one
packet always exists in the buffer. Namely, when CBR buffer becomes empty, a UBR
packet will be served. This is the worst case for CBR delay. In addition, CBR class has
the highest priority so that UBR packets are served only if no CBR packets are waiting in
the buffer.



276 1997 00O WIDE 000

Heterogeneous CBR Traffic Case

Then we treat a scenario of heterogeneous CBR traffic case. The scenario is shown in
Fig. 2.3.

High Rate | N,

LowRate | N

saturated queue

UBR

0 2.3: Scenario of heterogeneous analysis

Multiple CBR connections of both high rates and low rates share a buffer, and UBR
connections share another buffer; both buffers are assumed to be of infinite size. CBR

connections can be also heterogeneous in terms of their packet size as well as their rates.

2.3 Numerical results

In this section, we will show our numerical results employed in above models. Note that
we show the results without analytical derivations in this article. Analytical derivations
are described in [100, 101, 102].

In homogeneous CBR traffic case, we compare the deterministic bound and the statistical
bound on delay time; the former denotes the worst-case bound.

We show a comparison of our statistical bound and the deterministic bound for a given
number of CBR connections in Fig. 2.4. The statistical delay bounds illustrated there are
the 90-, 99- and 99.9-percentile delay. In addition, the average delay time is also plotted.
First, we can see that the deterministic bound is much larger than all the statistical bounds,
which are almost insensitive to the number of CBR connections, unlike the deterministic

bound. The difference increases with the number of CBR connections. Therefore, if CBR
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traffic can tolerate some loss, say 0.1% loss, due to late arrival, the 99.9-percentile bound
can be employed in Call Admission Control (CAC) and will be more effective in using
the link bandwidth efficiently in comparison with the deterministic bound, in particular
in a case with a large number of CBR connections. For example, in Fig. 2.4, CAC based
upon the deterministic bound can only accept 11 connections for 80us, and the statistical

guarantee with 99.9-percentile can accept 33 connections under the same condition.
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0 2.4: Comparison of statistical bound and deterministic bound

There is no more space to show other results for example in heterogeneous CBR traffic

case. Please see the references.

2.4 Conclusions and Future Works

We have developed a mathematical model of a practical interest for the ISPN over which
both real-time traffic and non-real-time traffic are transmitted. We then have analyzed the
queueing delay of real-time traffic in the model to investigate an efficient way of CAC.

More specifically, we have analytically derived the queueing delay of CBR packets in a
single-node CBQ switch in which multiple CBR connections share a buffer and another
buffer is always occupied by UBR packets such as TCP segments. CBR packets have a
priority over UBR packets so that UBR packets are served only if no CBR packets are
stored in the buffer.

In homogeneous CBR traffic analysis; i.e. CBR connections are homogeneous in terms
of the rate of each connection and packet sizes, we have obtained the statistical bound

on CBR delay such as the 99.9-percentile delay, and compared it with the deterministic
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bound. By the comparison, we have shown that the CAC based upon the statistical bound
is very effective in using the network resources efficiently when CBR packets can tolerate
some loss due to late arrival.

In heterogeneous CBR traffic analysis; i.e. CBR connections are two types of traffic in
terms of their packet size as well as their rates, we have analytically derived the queueing
delay of CBR packets in the single-node CBQ switch in which heterogeneous CBR connec-
tions share a buffer and another buffer is always occupied by UBR packets such as TCP
segments. CBR packets have a priority over UBR packets so that UBR packets are served
only if no CBR packets are stored in the buffer. We have treated two cases for heteroge-
neous CBR connections. Namely, CBR connections are different in their arrival rates in
one case and in service times in the other.

The article treats only the case of single-node topologies. To extend this work to multiple-

node topologies is of a practical interest as a future work.



